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Preface

This document is an interim update to the Misson Operations Procedures Manud for the ECS Project,
document number 611-CD-510-001 for Release 5B. This document has not been submitted to NASA
for approvad, and should be consdered unofficid.

This is a complete update of section 4 Database Adminigtration. Technical issues should be referred to
Ken Smmons (ks mmons@eos.hitc.com) or Rodney Creecy (rodney@eos.hitc.com).

Any questions should be addressed to:

Data Management Office

The ECS Project Office

Raytheon Systems Company

1616 McCormick Drive

Upper Marlboro, Maryland 20774-5301
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4. Database Administration

4.1 Overview of Database Administration

The Daabase Adminigrator or DBA, is the individua or group responshble for the indalation,
configuration, update, maintenance, and overdl integrity, performance and rdiability of the SQL Server
database.  In generd, the DBA is concerned with the availability of the server, the definition and
management of resources adlocated to the server, the definition and management of databases and
objects resdent on the server, and the relationship between the server and the operating system.

41.1 ECS Database Environment

The database environment a ECS spans multiple databases serving numerous subsystems across
severa hosts. Figure 4.1.1-1 shows the system Basdline Hardware/Database Map for the Goddard
Space Hight Center (GSFC) Didributed Active Archive Center (DAAC). There are Smilar mapping
diagrams for each of the other DAACs. The diagram, uing ECS naming conventions, ligs the
Subsystem name (i.e., SUB — Subscription Server; SDSRV — Science Data Server; INGEST), the
Hogt Platform (i.e, GOINSO01, GOACGO01l, GOICGOl), the Sybase Server designation (i.e,
goins01_svr, gOacg0l sver, g0icgOl srvr), the Database Names (i.e, SubServer,
EcDsScienceDataServerl, Ingest), the various database component sizes (eg., DB Sze, Log Size,
Index sze), the Device Type (raw or filesysdem) and the Database Owner Names (i.e,, Css role,
sdsv_role)

The Hardware/Database Mapping document, 920-TDx-009-Revxx, dong with many other key
reference documents can be accessed through the Pete.hitc.com webste:  http://cmdm.east.hitc.com.
Sdlect the “ECS Basdline” link button, and then the “Technicd  Documents’ button to view this wedlth
of system data.

In addition to the fundamentd database design, ECS operates on a concept of mutudly exclusive,
functiondly identicd modes. The main mode that interacts with live data and customers is caled the
Operationd mode (OPS).  Other modes available at the DAACs are nomindly cdled TS2, TS1, and
SHARED. The SHARED mode contains files common to al modes. The TS2 and TS1 modes are
used to implement and test new functionality for both COTS and CUSTOM code. After modifications
are ingtdled and successfully tested in a non-OPS mode, they are promoted to the next mode leve and
ultimately upgraded into the OPS mode. This concept enables uninterrupted operation for live data and
user interaction while smultaneoudy fied-testing new code. Figure 4.1.1-2 shows this multi-mode
directory structure. The OPS mode is shown here and isidenticd for the TS2 and TS1 modes.
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Figure 4.1.1-1. Baseline Hardware/Database Map for the Goddard Space Flight
Center (GSFC) Distributed Active Archive Center (DAAC
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Figure 4.1.1-2. ECS Operational Directory Structure
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4.1.2 Sybase Adaptive Server Enterprise

The verson of Sybase Adaptive Server Enterprise ingaled in drop 5B on the HP, SUN and SGI
platformsis ASE 11.5.1. Verson numbersfor this COTS software and dl other software products are
published in the COTS SOFTWARE VERSION BASELINE REPORT, 910-TDA-003-Revxx. A
more complete listing of software and the individud host ingtalation content is provided in the DAAC-
specific Hardware/Software Map, document 920-TDx-002-Revxx. As upgrades are released and
ingaled, verson status will be reflected in these documents.

4.1.3 Database Schemas

All database desgns in ECS ae thoroughly documented in the 311 Series of documents,
<SUBSY STEM> Database Design and Schema Specifications for the ECS Project. These individua
subsystem documents provide the DBA with a complete description of each database including:

Physicd DataMode Entity Relationship Diagram
Tables

Columns

Column Domains

Rules

Defaults

Views

Integrity Congraints

Triggers

Stored Procedures

The Schema documents dso provide Performance and Tuning Factors, Database Security information,
Scripts, and Entity Relaionship Diagram Keys. Figure 4.1.3-1 is a portion of the Entity Relaionship
Diagram for the INGEST subsystem. To access this document, and the other subsystem 311 Series
documents, use the following URL: http://edhsl.gsfc.nasagov/. From the ECS Daa Handling
Homepage select the “Document Catalog” link and then the “Design Documents and Specifications’
link. From this point you can sdlect the rdlevant subsystem document.
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Figure 4.1.3-1. Partial Entity Relationship Diagram - INGEST

4.1.4 DAAC Database Configurations

The key factors that determine optimum performance for any database are its configuration parameters.
A new document available on the Pete Server (ttp://cmdm.east.hitc.com), SYBASE SQL Server
11.0.x, ALL DAAC Database Configurations (910-TDA-021-Rev00), provides DBAs with detailed
data and recommendations for Sybase configurable parameters. In addition to providing default vaues
and the DAAC-specific parameter vaues for each hog, it dso describes the Sybase Segment naming
conventions to be used at each Ste for assgning Sybase disk devices to databases. Future versions of
this document will capture and basdline the disk devices & each DAAC and the interface file litings at

each DAAC.

Figure 4.1.4-1 is an example of DAAC-specific configuration parameters for Goddard Space Hight

Center on host gOmsh08.
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Host Name: gOmsh08

Parameter Name

Memory Used | Default Value | Configured Value | Run Value
number of devices 8 10 20 20
number of locks 469 5000 5000 5000
number of remote 33 20 20 20
connections
number of remote logins 22 20 20 20
tota memory 15000 7500 7500 7500
max onlineengines 355 1 1 1
number of user connections 2121 25 25 25
procedure cache percent 838 20 20 20
number of open databases 396 12 12 12
number of open objects 489 500 500 500
stack size 2075 34816 34816 34816

Figure 4.1.4-1. DAAC-Specific Configuration Parameters

4.1.5 Database Disk Partitioning

System documentation aso provides graphic depictions of server disk partitioning for dl of the hosts
(e.g. Ingest, MSS, CSS, PDPS DBMS). The 922-TDx-0xx-Rev00 series of documents (available on
the PETE server) provide a block diagram of the disk partitioning for each of the servers (Figure 4.1.5-
1) and aso secondary tables (Figure 4.1.5-2) describing the physical break-down of the individua

disksincluding Slice, Start Block, Total Blocks, Start MB, Totd MB, XLV Name, Mount, and Type.
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Ingest Server Disk Partitioning Diagram
g0icg01 & g0icg02

1
! 3x9, 2x4 1
scsi-2 ! 5x18 dks3d111 1
adapter 3 <—P: o dks3d110 dks43d213+HS 1
1
SCSI-2 1 5x18 1
I Empty
adapter 43| q——p, —1  dks43d212 !
1
L e -
! 1
1
' 5x18 3x9 !
SCSI-2 1
1
adapter 4 > ’: o dks4d110 dks4d112 .
SCsl2 i 5x18 Empty !
adapter 44 | > (s | dks44d211 1
1
1

Controller 1
2x4GB
1x9GB

Figure 4.1.5-1. Server Disk Partitioning Block Diagram

dks3d111, 2x0 GB Raid Levd 1, Mirrored

Sice SatBlock | Totd Blocks Start MB Total MB | XLV Name Mount Type
0 2048 1024000 1 1| ingestlog xlv
1 1026048 512000 501 501 | sybsecurity xlv
2 1538048 256000 751 125 | sybmaster xlv
3 1794048 512000 876 250 | sybsecarchive xlv
4 2306048 512000 1126 250 | ddistlog xlv
5 2814048 1024000 1376 500 | stmgtlog xlv
6 3842048 5120000 1876 2500 | sybase dumps xlv
7 9862048 8264978 4376 4036 | sparel xlv
8 0 2018 0 1| na Volhdr
10 0 17227026 0 8412 | n/a volume

Figure 4.1.5-2. Ingest Server Disk Partitioning Diagram
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4.2 SQL Server Environment

4.2.1 Naming Conventions,

As one of the most important, yet least gpplied concepts, naming conventions are presented in this
chapter by examples according to the following rules.

Rule 1: Regardiess of the length of the name, it should indicate the function and/or content of the object
Rule 2: Only easly understandable abbreviations should be used

Rule 3: Parts of names are separated by underscores“ ", only one optiond suffix is permitted
(appended to the nameby a. “.”)

Rule 4: Thefull path of the object is consdered to be part of the name

The names of the databases and tables themselves may or may not follow the above rules, these rules
are gecificaly for the DBA to work with SQL Server objects, and filesin the UNIX environment.

All COTS softwareisingdled in the /us/ecs OPS/COTS directory.
All SYBASE software is located in the Sybase home directory ($SY BASE).

All backups are located in $SY BA SE/sybase_dumps directory, which may or may not be on a
separate physical disk.

Note
It is strongly recommended that backups be stored on a separate physical disk.

The database dumps are kept for a period of 2 days and also stored on adisk by Networker everyday.
The database dumps are named as follows:

dbname.dat_Y Y MMDDHHMM.Z

where MMDDHHMM is the “sortable’ eight digit month, day, hour, and minute. For example, on the
date this chapter was written, a backup directory called backups for 99021100024.Z

All SQL script files have the extenson .sgl asa suffix. Their names reference the objects they create or
functions they perform, and are dl located in $SY BA SE/scripts.

SQL statement must follow precise syntactica and structurd rules, and may include only SQL
keywords, identifiers (names of databases, tables, or other database objects), operators, and constants.
The characters that can be used for each part of a SQL statement vary from ingalation to ingtalation
and are determined in part by definitions in the default character set that version of the server uses.
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For example, the characters dlowed for the SQL language, such as SQL keywords, specid characters,
and Transact-SQL extensions, are more limited than the characters dlowed for identifiers. The set of
characters which may be used for dataiis much larger and includes dl the characters that can be used
for the SQL language or for identifiers.

The sections that follow describe the sets of characters that can be used for each part of a Statement.
The section on identifiers dso describes naming conventions for database objects.

4.2.1.1 SQL Data Characters

The set of SQL data charactersis the larger set from which both SQL language characters and
identifier characters are taken. Any character in SQL Server's character set, including both single-byte
and multibyte characters, may be used for data values.

4.2.1.2 SQL Language Characters

SQL keywords, Transact-SQL extensions, and specia characters such as the comparison operators >
and <, can be represented only by 7-bit ASCII values A- Z, a-z, 0-9, and the following ASCI|I
characters:

4.2.1.3 ldentifiers

Conventions for naming database objects apply throughout SQL Server software and documentation.
Identifiers can be up to 30 bytes in length, whether or not multibyte characters are used. The first
character of an identifier must be declared as an dphabetic character in the character set definitionin
use on Server.

The @ sgn or _ (underscore character) can also be used. The @ sign asthefirst character of an
identifier indicates alocd varigble,

Temporary table names must elther begin with # (the pound sgn) if they are created outsde tempdb or
be preceded by "tempdb..".

Table names for temporary tables that exist outside tempdb should not exceed 13 bytesin length,
induding the number sgn, snce SQL Server gives them an interna numeric suffix.

After thefirgt character, identifiers can include characters declared as dphabetic, numeric, or the
character $, #, @, _, ¥ (yen), or £ (pound sterling). However, you cannot use two @@ symbols
together a the beginning of anamed object, asin " @@myobject." This naming convention is reserved
for globa variables, which are system-defined variables that SQL Server updates on an ongoing basis.
The case sengitivity of SQL Server is set when the server isingaled and can be changed by a System
Adminigtrator. To see the setting for your server, execute this command: sp_helpsort

4.2.1.4 Delimited Identifiers

Delimited identifiers are object names enclosed in double quotes. Using delimited identifiers dlows you
to avoid certain restrictions on object names. Y ou can use double quotes to ddimit table, view, and
column names; you cannot use them for other database objects.

Delimited identifiers can be reserved words, can begin with non-a phabetic characters, and can include
characters that would not otherwise be alowed. They cannot exceed 28 bytes.

Before cregting or referencing a ddimited identifier, you must execute:

set quoted identifier on

The names of database objects need not be unique in a database.
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However, column names and index names must be unique within atable, and other object names must
be unique for each owner within a database. Database names must be unique on SQL Server.

If you try to creste a column using a name that is not unique in the table or to creste another database
object such asatable, aview, or astored procedure, with a name that you have aready used in the
same database, SQL Server responds with an error message.

Y ou can uniquely identify atable or column by adding other names that qudlify it, that is, the database
name, the owner's name, and, for a column, the table name or view name. Each of these qudifiersis
separated from the next by a period:

database.owner.table_name.column_name

database.owner.view_name.column_name

The same naming syntax appliesto other database objects. Y ou can refer to any object inasmilar
fashion:

If the quoted_identifier option of the set command is on, you can use double quotes around individua
parts of aqualified object name.

Use aseparate pair of quotes for each qudifier that requires quotes.

For example, use:

database.owner."table_name"."column_name"

rather than:

database.owner."table_name.column_name'

The full naming syntax is not aways dlowed in create statements because you cannot creste aview,
procedure, rule, default, or trigger in a database other than the one you are currently in. The naming
conventions are indicated in the syntax as.

[[database.]owner.]object_name or: [owner.Jobject_name

The default value for owner isthe current user, and the default value for database is the current
database. When you reference an object in SQL statements, other than create statements, without
quaifying it with the database name and owner name, SQL Server firgt looks a dl the objects you own,
and then at the objects owned by the Database Owner, whose name in the database is "dbo." Aslong
as SQL Server is given enough information to identify an object, you need not type every eement of its
name. Intermediate €l ements can be omitted and their positions indicated by periods.
database..table_name

Y ou must include the garting element, in this case, database, particularly if you are using this syntax
when cregting tables. If you omit the starting element, you could, for example, creete atable named
..mytable. This naming convention prevents you from performing certain actions on such atable, such as
cursor updates.

When qudifying a column name and a table name in the same statement, be sure to use the same naming
abbreviations for each; they are evauated as strings and must match or an error is returned.

4.2.1.5 ldentifying Remote Servers

Y ou can execute stored procedures on aremote SQL Server, with the results from the stored
procedure printed on the termind that caled the procedure. The syntax for identifying aremote server
and the stored procedureis.

[execute] server.[database].[owner].procedure_name

Y ou can omit the execute keyword when the remote procedure call is the first statement in a batch. If
other SQL statements precede the remote procedure call, you must use execute or exec. You must give
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the server name and the stored procedure name. If you omit the database name, SQL Server looks for
procedure_name in your default database. If you give the database name, you must dso give the
procedure owner's name, unless you own the procedure or the procedure is owned by the Database
Owner.

If the server name in interfacesis in uppercase letters, you must useit in uppercase letters in the remote
procedure call.

In al cases throughout this chapter, when actua examples are provided, those which reference UNIX
commands will be preceded by a“%”, and those that reference SQL statements will be preceded by a
number and a“>" (e.g. 1>5_help tablename).
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The terms described in the following table will be used throughout this chapter.

Table 4.2.1-1. SQL Server General Definitions

Term Definition
SQL Server The server in the Sybase client/server architecture. SQL Server
manages multiple databases and multiple users, keeps track of the actual
location of data on disks, maintains mapping of logical data description to
physical data storage, and maintains data and procedure caches in memory.
Client SYBASE Open Client software located in the /tools/sybOCv(TBD) directory for SUN

and HP platforms
SYBASE Open Client software located in the /tools/sybOCv(TBD) directory for SGI
platform

Backup Server

Similar to the dataserver, it uses a separate UNIX process to off load the cycles
associated with DUMP and LOAD commands

backups The set of UNIX files containing full database dumps, transaction log dumps, and
dbcc output
dbcc Database Consistency Checker - a utility program designed to check the logical

and physical consistency of a database

sybase root directory

/usr/ecs/OPS/COTS/sybase, this is the home directory for all SYBASE software
and related products and is referenced both in UNIX and in the rest of this document
as $SYBASE

interfaces file

Lists the names and access paths for all servers and backup servers. This file is

located in the $SYBASE

sa System Administrator login, this is the superuser of the SQL Server

scripts UNIX script programs located in $SYBASE/scripts and related subdirectories
{$ecs_Home}/{mode}/custom/dbms/{subsystem}

showserver A utility invoked at the UNIX command prompt to display active servers, located in
$SYBASH/install.

SQL scripts SQL and command statements located in $SYBASE/scripts and related
subdirectories and /{$ecs_Home}/{mode}/custom/dbms/{subsystem}

Server Name The name of the database server for a specific application in different modes

EX. - PDPS application database server in OPS mode
EX.- Pdps_TS1 in TS1 mode
EX. pdps _TS2 in TS2 mode

Port Numbers

The port number to be utilized by the above listed servers.

Release Directory

$SYBASE

SQL

Structured Query Language

4.2.2 SQL Server Directory Structure

The sybase directory structure is described in the following table. Subdirectories under the scripts can
contain template files with easy to modify examples of SQL and SQL command syntax.
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Directory

Contains

$SYBASE/bin Utilities necessary to load, run, and access the server

$SYBASE /install Files used to start and initialize dataservers, backupserver and to
record server messages (errorlogs)

$SYBASE /lib db-lib, ct-lib, and xa-lib client library files used by applications to
gain access to the server (local to server)
*Applications use automounted libraries.

$SYBASE /scripts Root directory for all script files executed on the server

$SYBASE /sybase_dumps

Root directory that contains all backup subdirectories, it is
recommended, but not required, that this directory be on a
separate physical disk. Dumps both database and transaction
logs.

**Backups are stored on disk in the backup subdirectories.

backup subdirectories

$SYBASE /sybase_dumps/dumps
$SYBASE /sybase_dumps/trans
$SYBASE /sybase_dumps/dumps/logs
$SYBASE /sybase_dumps/trans/logs
$SYBASE /sybase_dumps/Week1l
$SYBASE /sybase_dumps/Week2
$SYBASE /sybase_dumps/Week1/logs
$SYBASE /sybase_dumps/Week2/logs

A cron job is run at night to move data from the current (week1)
directory to the previous (week?2) directory. Then, a dump of the
databases and transaction logs is executed and is stored in the
current directory. All logs are written to the log directory. Files are
saved using the following naming convention::
dbname.dat.YYMMDDHHMM.Z - full database dumps
dbname.tran.YYMMDDHHMM.Z - full transaction log
dumpsdbname_backup.log.

dbname_ERR.log. MMDDHHMM - Error log filesdbname_dbcc.log.
MMDDHHMM

**xxdmh02 serves as a remote Backup
Server

**xx are the 2 letter codes to identify a DAAC site
(i.e., g0 = Goddard)

4.2.3 SQL Server Installation

SYBASE SQL Server Verson (TDB) has been ingtdled and configured by the ECS Ingtallation Staff.
Shared memory and disk resources have been dlocated and configured by the System Adminidirator,
and both the client and server portions have been set up by the DBA prior to shipment. The following
table describes parameters and options used during installation.

Table 4.2.3-1. SQL Server Parameters and Options (1 of 2)

Parameters Name Brief Explanation/Settings
Retry Count 5 seconds

Retry Delay 5 seconds

Master device 28 Mb raw partition

Master Device Location

Backup Server Name SYB_BACKUP
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Table 4.2.3-1. SQL Server Parameters and Options (2 of 2)

Parameters Name Brief Explanation/Settings

sybsystemprocs $SYBASE/devices/(MachineName)_sybprocs.dat, 19 Mb and on it's own
device

Errorlog $SYBASE!/install/mode.errorlog (mode indicates the application)

Current default language us_english

Current default character set | iso_8859-1 (Latin-1)

Current sort order Binary ordering, for the ISO 8859/1 or Latin-1
character set (iso_1).

Internal auditing On

sybsecurity database size 175 Mb - Varies — depends on disk allocations

sybsecurity device sybsecurity, positioned on a 175 Mb raw partition

The indgdlation script files are located in the $SYBASE/ingdl directory. SQL Server ingdlation is
performed by an authorized user with the sybinit utility dso located in the $SY BASE/ingal directory.
Seeyour UNIX System Adminigtrator and the SYBASE SQL Server Indalation Guide.

4.3 Database Administrator Responsibilities
The following subsections detail the most common functionsthat a DBA will perform.

4.3.1 Startup of SQL Server

Use startserver to start an SQL Server and/or a Backup Server. This command can only be issued
by the Sybase user.

Syntax: % startser ver [-f runserverfile]

The “runserverfile’ is contained in the $SY BASE/ingd| directory.
Note
SQS server should be started after the SQL Server

4.3.2 Shutdown of SQL Server

Use shutdown to bring the server to ahdt. This command can only be issued by the Sybase System
Adminidrator (sa).

Syntax:1> shutdown [backup_server _name]] [with] [wait] [with nowait]
2>go
The"with wait" is the default option. This option brings SQL Server down gracefully.

Interim Update 4-14 611-CD-576-001




The*“with nowait” option shuts down the SQL Server immediately without waiting for currently
executing atements to finish.

If you do not give a server name, shutdown shuts down the SQL Server you are using.

When you issue a shutdown command, SQL Server:

Disableslogins, except for System Adminisirators

Performs a checkpoint in each database, flushing pages that have changed from memory to disk
Waits for currently executing SQL statements or proceduresto finish

In thisway shutdown minimizes the amount of work that automatic recovery must do when you restart
SQL Server.

To see the names of the Backup Serversthat are accessible from your SQL Server, execute

sp_helpserver. Use the vadue in the name column in the shutdown command. Y ou can only shut down
aBackup Server that is:

Ligted in sysservers on your SQL Server, and
Lised in your locd interfacesfile.

Note 1

It recommended that "with wait" option be used. This dlows executing Satements to finish.
Also it is recommended that you perform acheckpoint of al database prior to shutdown.
Note 2

SQS server should be started after the SQL Server

4.3.3 Showing SQL Server(s)
Use showser ver to determine whether the SQL Server(s) and/or Backup Server(s) are running.
Syntax: % showser ver
The“showserver” is contained in the $SY BASE/ingdl directory
Example: UNIX processes running the various servers.
uiD PID PPID C STIME TTY TIME COMD

sybase 671 669 80 Aprl7 ? 80:05 /usr/ecdOPS/COTS/Sybase/bin/dataserver -
d/dev/rdsk/c1t0d0sl -g0sps06_srvr
sybase 665 663 80 Aprl7 ? 50:02 /usr/ecsOPS/COT Ssybase/bin/backupserver -

g0sps06_backup -e/usr/ecs/OPS
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4.4 Allocation of Resources

SQL Server can make reasonable default decisions about many aspects of storage management, such
as Where databases, tables, and indexes are placed and how much spaceis allocated for each one.
However, the System Administrator has ultimate control over the alocation of disk resourcesto SQL
Server and the physical placement of databases, tables, and indexes on those resources.

4.4.1 Creating Logical Devices

A logica device is created when the UNIX System Adminigtrator determines that new disk space is
available for use by SYBASE software, databases, transaction logs, and/or backups. Either raw disk
partitions or UNIX filesystem partitions can be used to create alogica device. The cregtion of alogica
device is amapping of physica space to alogicd name and virtua device number (vdevno) contained
inthe SQL Server master database. The disk init command is used to initidize this space. After the
disk initidization is complete, the space described by the physicd address is available to SQL Server
for storage, and arow is added to the sysdevices table in the master database.

A Sysem Adminigrator initidizes new database devices with the disk init command.

Disk Init does the following: Maps the specified physca disk device or operating system file to a
database device name

Ligs the new device in master..sysdevices
Prepares the device for database storage
Note

Before you run disk init, see the SQL Server inddlation and configuration guide for your platform for
information about choosing a database device and preparing it for use with SQL Server. Y ou may want
to repartition the disks on your computer to provide maximum performance for your Sybase databases.

Disk init divides the database devices into dlocation units of 256 2K pages, atotad of 1/2MB. In each
256-page dlocation unit, the disk init command initidizes the first page as the alocation page, which will
contain informeation about the database (if any) that resdes on the alocation unit.

Note

After you run the disk init command, be sure to use dump database to dump the master database. This
makes recovery easer and safer in case magter is damaged. If you add a device and fail to back up
magter, you may be able to recover the changes with disk reinit.

gyntax: disK init

name = "device_name",
physname = "physicaname’ ,
vdevno = virtud_device number ,

sze=number_of blocks
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[, vatart = virtua_address,
cntrltype = controller_number]

4.4.1.1 Example of Creating a Logical Device

A raw partition on a RAID device has been made available to SQL Server by the UNIX System
Adminigrator. Essentidly, the actud name of the raw device c2t0d1s3 has had it's ownership changed
to sybase and it's group changed to user.

1 In $SY BA SE/scripts/create.devices, DBA makes a script file from the template.
Syntax: % cd /usr/ecs OPS/COT S/sybase/scripts/create.devices
% cp template.sgl data_ devl.sql
2. Appropriate items are modified so that the script file resembles the following:
1> disk init
2> name = “data_devl”,
3> physname = “/dev/rdsk/c2t0d1s3”,
4> vdevno =3,
5> gsize = 128000
6> go
7> 5p_helpdevice data_devl
8> go
3. DBA runs the script from the UNIX command prompt:
Syntax: % iyl -Usa-Sservername -idata_devl.sgl -odata_devl.out
4, DBA checksthe data devl.out file for success

4.4.2 Creating and Altering Databases

A user database is created by the DBA with a script containing the create database command. A
database is created on one or more physical devices. Specifying the device is optiond - but highly
recommended. When indicating the device, you use the logicd name you specified as part of a disk
init (described above). Unlike the disk init command, the size of the database data and log
components is specified in MB instead of 2K pages.
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4.4.2.1 Example of Creating a Database

Thelogica device data devl has been created (as above) along with another device called tx_logl
(for transaction logging).

1. In $SY BA SE/scripty/create.databases directory, DBA makes a script file from the template.
Syntax: % cd /usr/ecs/ OPS/COT S/sybase/scripts/create.databases
% cp template.sgl userdb.sql
2. Appropriate items are modified so that the script file resembles the following:
1> create database UserDB on data devl = 100 log on tx_logl = 50 [with override]

2> Qo

3> sp_helpdb UserDB

4> go
3 DBA runs the script from the UNIX command prompt:
Syntax: %Il -Usa - Sserver name -iuserdb.sgl -ouserdb.out
4 DBA checks the userdb.out file for success

4.4.2.2 Example of Altering a Database

The user database User DB has run out of space and it has been determined that it should be increased
by S50MB.

1 In $SY BA SE/scripts/create.databases, DBA creates a script file containing the ALTER
DATABASE command (named ater_userdb.sl)

Syntax: Alter database UserDB on data_dev3 = 50

2 DBA runs the script from the UNIX command prompt:
Syntax: % isgl -Usa-Sservername -iadter_userdb.sgl -odter_userdb.out
3 DBA checksthe dter_userdb.out file for success

4.4.2.3 Data Placement - Segmentation

Segments are named subsets of the database devices available to a particular SQL Server database.
Segment names are used in create table and create index commands to place tables or indexes on
specific database devices. Usng segments dlows the DBA to better control the sSize of database
objects and may improve performance by spreading i/0 more evenly across devices.

Once the database device exists and is available, the segment can be defined with the system stored
procedure sp_addsegment.

Syntax: sp_addsegment segname, dbname, devname
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After the segment has been defined in the current database, the create table or create index
commands use the optional clause *on segment_name” to place the object on a particular ssgment.

Syntax: create table table_name (column_name datatype ...) [on segment_name]
create [clustered | nonclustered] index index_name on table_name (columns)
Use sp_helpdb database nameto display the segments defined for that database.
Use sp_helpsegment segment_nameto list the objects on the segment and show the mapped devices.

4.4.2.3.1 Example of Creating a Segment

The DBA receives a request to create a segment for the storage of the DATA_INFO table indexes in
the pdps_db_ops database, on a separate physical disk. Two devices data devl and data dev2
have dready been created and are located on different physical disks.

1 In $SY BA SE/scripts/creste. segments directory, DBA makes a script file from the template.
Syntax: % cd /usr/ecs OPS/COT S/sybase/scripts/create. segments
% cp template.sgl segments dev1.sgl
2. The sript file is modified so that it resembles the following:
1> gp addsegment segl devl, pdps, data_devl
2> §p_addsegment segl dev2, pdps, data_dev2

3>go
3. DBA runs the script from the UNIX command prompt:
Syntax: %isql -Usa -Sservername -ipdps db_ops segments.sgl \
-opdps_db_ops_segments.out
4, DBA checksthe pdps_segments.out file for success
5. When the table and indexes are created according to the ingtructionsin section 4.4.6, the

“on segl devl’ must be appended to the DATA_INFO.sl create table statement,
and the “on segl dev2’ must be appended to the DATA _INFO _indexes.sgl CREATE
INDEX dtatement.

Syntax: create index DATA_INFO_IDX on DATA_INFO (DI_ID) on SEG1 DEV?2

4.5 Loading a database you have created into a different database:

Occasionally, you may want to create an exact copy of a database of you system. First, dump the
existing database. Then create a database to load with this dump. The database does not have to be
the same szeasthe origina. The only requirement is that the destination database must be a least as
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large as the dumped database and have the same beginning fragments as the origind database. This
information can be obtained from saved database crestion scripts, or by running the following command:
select segmap,'Size in MB'=9ze/512 from sysusages where dbid= db_id("database_name")
Example

suppose your database was created with the following statement:

create database dbname on datadevicel = 1000,

log on Logdevicel = 200

Q

ater device dbname on datadevice2 =500  running:

select ssgmap,'Size in MB'=9ze/512 from sysusages

where dbid= db_id("dbname")

would return:ssgmap Szein MB

3 1000
4 200
3 500

Y ou could creste a 3GB database as follows and load your database into it (using "for load" option will
shorten database |oad time):

create database newdatabase on datadevice3 = 1000 log on logdevice3 = 200

for load

go
alter database newdatabase on datadevice 3=500 for load go

alter database newdatabase on datadeviced=300 for load go
alter database newdatabase on datadevice5=1000 for load go
load database newdatabase from dbname_dump go

4.6 Monitoring Space Usage

4.6.1 Thresholds

Thresholds are defined on segments to provide a free space value a which a procedure is executed to
provide awarning or to take remedia action.

Use sp_addthreshold to define your own thresholds:
sp_addthreshold database name, segment_name, free_space, procedure_name

where free space is the number of free pages a which the threshold procedure executes,
procedure_name is the stored procedure which the threshold manager executes when the number of
free pages fdls beow the free_space vdue. Please see the section on Auditing later in this chapter for
an example of Thresholds.

Example of Threshold Commands mentioned above:
Sp_addthreshold CustomerDB, "default”, 10230, CustDefaultSegWarn
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4.7 Creating Database Objects

For specid cases, creation (and modification) scripts are stored in $SY BA SE/scripts/scriptname.
There should be atemplate for each type of object to be created.

4.7.1 Example of Creating a User Table

The DBA has received a request to create a new table in the pdps db ops database called
PGE_Statistics which has three column, pge id, pge dtatistic_type, and pge_statistic.

1 In the $SY BA SE/scripts/create.db_objects directory, DBA creates a script file from the proper
template.

Syntax: % cd /usr/ecs OPS/COT S/sybase/scripts/create.db_objects

% cp table_template.sgl PGE_Statistics table.sq|

2. Appropriate items are modified so that the script file resembles the following:
1> use[database name]
2> g
3> createtable PGE_Statistics (

4> > pge._id int,

5> pge ddtigtic_type int,

6> pge daidic float )

7> go

8> s hdp PGE_Statidic

9> go

3. DBA runs the script from the UNIX command prompt:
Syntax: %isl -Usa -Sservername -iPGE_Statigtics tablesgl \
-0PGE_Statidtics table.out

4, DBA checksthe PGE_Statistics table.out file for success

Other objects are created in like manner but are not included here due to space considerations. Consult
proper documentation.

4.8 Creating and Managing Logins and Roles

Earlier versons of SQL Server adminidrative responsbilities needed to be executed by and individua
logged in iterdly- as sa. Now specific user logins can be assigned components of adminigtrative
respongbility, enabling you to track and audit adminidrative activities.
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The three roles are sa role (systems adminidrator) for adminidrative tasks, sso _role(gte security
officer) for security tasks, and oper_rol (operator) for backup and recovery tasks.

In order to connect to a SQL Server alogin must be created by the System Adminigtrator or a system
security officer. Login details are stored in the sydogins teble in the master database.

The system stored procedure sp_addlogin adds new login names to the server but does not grant
access to any user database.

Syntax: sp_addlogin login_name, password, [,default database ,language, fullname]

In order to gain access to a database, the System Adminigtrator, system security officer, of the specific
database owner must “add” the user with the sp_adduser system stored procedure.

Syntax: 1> sp_adduserlogin_name [ username, group_name] 2>qgo

4.8.1 Example of Creating a Login and Granting Database Access
The DBA has received a request to authorize John Q. Public to the pdps_db_ops database.
*|t isa good practice to have a default_db, when you create a user account.

1. In the $SY BA SE/scripts/create.users directory, DBA creates a script file containing the
sp_addlogin command (named public.sl)

Syntax: % cd /usr/ecs OPS/COT S/sybase/scripts/create.users
% cp template.sgl public.sgl
2. DBA modifies gppropriate fields so that the script resembles the following:
1> gp_addlogin jpublic,jpublic, default_db
2>go
3> use pdps (OPS mode) 4> go
5> gp_adduser jpublic
6> go
7> 5p_helpuser
8> go
3. DBA runs the script from the UNIX command prompt:
Syntax: % iggl -Usa-Sservername - public.sgl -opublic.out
4, DBA checks the public.out file for success
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4.9 Permissions

Permissions are used to control access within a database. The DBA uses the grant and revoke
gatements to accomplish this. There are two types of permissions within a database, Object and
Command. Ingenera, Object privileges control sdect, insert, update, delete, and execute permissions
on tables, views, and stored procedures. Command permissons control access to the create
statements for databases, defaults, procedures, rules, tables, and views.

The syntax for the grant and r evoke statements are quite smilar:
grant {dl [ privileges | command list }

to { public | name_lig | role name}

revoke {dl [ privilegeg | command list }

from { public | name_lig | role_name}

49.1 Example of Granting Privileges to a Specific User

The DBA receives arequest that John Q. Public should be able to read the DATA_INFO table and
read and update the SUBSCRIPTION_NOTIFICATION TABLE.

Syntax: 1> grant select on DATA_INFO to jpublic
2> grant select, update on SUBSCRIPTION_NOTIFICATION to jpublic

go

Note: It is recommended that the DBA store these command ina“.sg)” fileinthe
$SY BASE/scripts/create.db_objects directory, along with their results.
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4.10 Backup and Recovery

Table 4.10-1. Backup and Recovery Definitions

Term

Definition

Backup Script Components

Located in the $SYBASE directory, they include:

sybasedump, dmpdb_trns, copy_daily_dumps_to_weekl,
copy_daily_dumps_to_week2

Backup files

Defined in Table 4.2-2, the location of these files has been determined during
server setup

Backup Statements

Generated from the sql in sybasedump these include calls to dbcc, Dump
Database, and Dump Transaction commands

Backup Subdirectory

The only directory level underneath of the Backup Directory, defined in Table
4.2-2.

Backup Summary

An extraction of the successful Dump messages along with any errors
generated by the Backup Statements stored in the Backup Subdirectory.

4.10.1 Automatic Backups

The following are the list of al procedures and scriptsfiles that are currently being used for Sybase
backups. There are cron jobsrunning at al sybase ser ver s that have SQL server ingdled. All dump
files are currently written to LOCAL machine. The Ste DBA is responsible for configuring the backup
dump to the REMOTE sybase directory.

To check if the crontab is up and running, enter:

> crontab -
Example of the output:

019 * * 1-6 /usr/ec§OPSCUSTOM/dbms/COM/DBAdmin/EcCoDbSyb _DumpDb
012 * * 1-6 /usr/ecs OPS/CUSTOM/dbms/COM/DBAdmin/EcCoDbSyb DumpTran
021 * * 1-5 Jusr/ecd OPS/CUSTOM/dbms/COM/DBAdmin/EcCoDbSyb CkErrorLog

NOTE:

If the crontab is not running enter:

> crontab  /usr/ecs OPS/COT S/sybase/run_sybcron
The following fileswill beingdled by EcCoAsss to the
/usr/ecs OPS/CUSTOM/dbms/COM/DBAdmIn directory:

EcCoDbSyb README
EcCoDbSyb_DumpDb
EcCoDbSyb DrumpTran
EcCoDbSyb_DbStat
EcCoDbSyb_SedFile
EcCoDbSyb _DboMail
EcCoDbSyb_SetupKsh

EcCoDbSyb_CkErrorLog
EcCoDbSyb _tran_log.awk
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SCRIPTS
EcCoDbSyb_SetupKsh

EcCoDbSyb_DumpDb

EcCoDbSyb DumpTran

EcCoDbSyb_SedFile

EcCoDbSyb _DboMail
EcCoDbSyb_DbStat

Interim Update

DESCRIPTIONS
Thisfile contains the SYBASE and DSQUERY (server) environment
stup. Thisfileiscdl by EcCoDbSyb_DumpDDb,
EcCoDbSyb_DrumpTran, and EcCoDbSyb_CkErrorLog scripts.
This script contains the code to dump the databases. Firgt, it checks
for any DBCC error on the master database, if there is any error on
the master, the script sends an email to the DBA and exit the program.
If the master database dump was successtull, then the rest of the
databases are dumped. Each database has a DBCC check, if thereis
any error on the database then the database is NOT dumped and an
emall issend tothe DBA. At the end, an status email is send,
providing al the database names that were succefully dumped
This script contains the code to dump the transaction logs. This
dumps the transaction logs for each database, it check the error log
file, if the error Msg is 4207 or 4221 it will do adump of the database
firt, then it will do the trasaction dump. If thereis any other error Msg
then the transaction dump will fail and email will besend. At the end,
an status of the transaction log dumpsis emall to the DBA
Thisfile contains dl the database that don't need to be dump (i.e.,
temp, model, etc.)
Thisfile containsthe emall lig of dl the DBA's.
This script updates the index table of a database. This script is called
from EcCoDbSyb _DumpDb after each successfully database dump.
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(Continued)

EcCoDbSyb_CkErrorLog This script checks for specific database error messages from the
Sybase Error Log File every hour and emails the error messagesto
the DBA'sin the EcCCoDbSyb_DboMailfile.

EcCoDbSyb_tran_log.awk This script matches the current hour with the hour the error messages
were enerated in the Error Log File. If errors found, the messages are
saved in amailfile and sent to DBA's,

THE FOLLOWING FILESMUST BE MODIFIED BEFORE RUNNING ANY OF THE ABOVE

SCRIPTS:

EcCoDbSyb_SetupKsh Make user you have the SYBASE files under
Jusr/ecs/ OPS/COT S/sybase
EcCoDbSyb_SedFile Add any other database that might not need to be backed up.
The databases that are listed in thisfile do not need to be backed up.
EcCoDbSyb _DboMail Add/delete the email of the DBA and any other emall that might need
to be added/deleted. All the errors and status will be send to them.
run_sybcron Thefallowing is an example on the crontab file that should berun by a

sybase user. Thefirgt one will run the EcCoDbSyb DumpDb script
that dumps the databases at midnight from Monday to Saturday.
The second one, ECCoDbSyb_DumpTran script that dumps the
transaction logs will run treetimesaday, 10AM, 1PM and 4PM from
Monday to Seturday. The Third one, ECCoDbSyb_CkErrorLog that
check the SYBASE eror log file will run every hour from Monday to
Saturday.

00 * * 1-6 /usr/ecs OPS/CUSTOM/dbms/COM/DBAdmin/EcCoDbSyb_DumpDb

0 10,13,16 * * 1-6 /usr/ecYOPS/CUSTOM/dbms/COM/DBAdmin/EcCoDbSyb_DumpTran

0* ** 1-6 /usr/ecs OPS/CUSTOM/dbms/COM/DBAdmin/EcCoDbSyb_CkErrorLog

NOTE: Make sure thereis an OPS mode directory with dl script files.

All these stripts reside in “/us/ecs OPS/CUSTOM/doms/COM/DBAdmIN” directory. The assigned
ste DBA will be respongble for maintaining, modifying and applying necessary changesthat are
gpplicable to their ste asfor (security, and backup schedule).

SQL Server backups are performed nightly by a cron job which runs the run_sybcron program
located in the $SYBASE/ directory. The following table of definitions will be used throughout the rest
of this section.

Table 4.10.1-1. Automatic Backup Components

Component Name Function(s)

run_sybcron File added with the crontab -e command, contains several executable cron
commands. Example: 00 19 * * 1-6 /datal/COTS/sybase/sybasedump

EcCoDbSyb_DumpDb Controlling script that performs the following functions:

run isql to create the Backup Statements

run isqgl to execute the Backup Statements

record the results of the Backup Statements in Backup Files
copy the Backup Files to the Backup Subdirectory
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create the Backup Summary
“greps” successful Dump statements along with any errors generated, sends e-
mail to the DBA and writes them to the backup_summary file

sp SQL Server password file - contains password for backup role

No intervention in the Automatic Backup Process is required by the DBA, though periodic checks of
the Backup Subdirectories are recommended.
4.10.2 Manual Backups

Manua backups can be performed a any time by the Syssiem Administrator and are recommended for
the following Stuations

Any change to the master database - thisincludes new logins, devices, and databases
Any mgor change to user databases - alarge ingest or deletion of data, definition of indexes
Other mission-critica activities - as defined by the DAAC Operations Supervisor.

Both the dump database and dump transaction command processing are off-loaded to the backup
server, and will not affect normal operations of the database. These commands are performed by the
System Adminigtrator on appropriate databases as follows:

Syntax:

1> dump database master to
“/usr/ecOPS/COT Ssybase/sybase dumps/dumps/dbname.dat. MMDDHHMM..”

go
After dumping the database, compress the dump file by executing:

%compress /us/ecsOPS/COT S/sybase/sybase_dumps/dumps/doname.dat. MM DDHHMM.
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Syntax:

dump transaction pdps_db_opsto
“/usr/ecs OPS/COT S/sybase/sybase dumps/trang/pdps OPS.tran.Y YMMDDHHMM™”

go

4.10.3 Manual Recovery

Manua recovery of a user database is performed by the System Administrator by the use of the load
database and load transaction commands. For issues concerning the master database, please
consult your System Adminigtrator’s Guide for assstance. It is recommended that any user database to
be recovered be dropped and created with the for load option., The databasename.sgl dong with any
alter .databasename.sgl scripts can be , combined into one script which will re-cregste the user
database with the for load option. This will insure the success of the load database and load
transaction commands.

4.10.4 The BulkCopy Utility

The bep utility islocated in the $SY BA SE/bin directory and is designed to copy data to and from SQL
Server databases to operating system files.

4.10.4.1 Requirements for Using bcp

In generd, you must supply the following information for transferring data to and from SQL Server:
Name of the database and table

Name of the operating system file

Direction of the transfer (in or out)

In order to use bcp, you must have a SQL Server account and the appropriate permissions on the
database tables and operating system files that you will use. To copy data into a table, you must have
insert permisson on that table. To copy data out to an operating system file, you must have sdect
permission on the following tables:

The table being copied
sysobjects
syscolumns

sysindexes
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bcp Syntax
bep [[database_name].owner.Jtable_name{in | out} datefile [-e errfile] [-n] [-C]

[-t fidd terminator] [-r row_terminator] [-U username] [-S server]

4.10.4.2 Example of User Database Recovery

The database User DB was crested using the following script excerpt: (stored in
home/scripts/create.databases/userdb.sql)

create database UserDB on data_ devl = 100 log on tx_logl = 50 [with override]
and was modified using the following script excerpt: (home/scripts/create.databases/dteruserdb.sql)
Alter database User DB on data_dev1=50

For the purposes of this example, the full database backup and transaction log dumps were successful
and located in /usr/ecs OPS/ICOTSUserDB.dat and UserDB_tx.dat

1 In the $SY BA SE/scripts/create.databases directory, DBA makes a script file from the
template.

Syntax: % cd /usr/ecOPS/COT S/sybase/scripts/create.databases
% cp template.sgl userdb _for_load.sql

2. Appropriate items are modified so that the script file resembles the following:
1> create database UserDB on data_dev2=100 log on tx_log2=50 for load
2> 9o
3> dter database UserDB on data__dev3=50
4> go
3. DBA saves the script in $SY BA SE/scripts/create.databases/userdb_for_|oad.sql
4, DBA runs the script from the UNIX command prompt.

Syntax: %isgl -Usa - Sserver name -iuserdb_for_load.sgl -ouserdb for_|oad.out
5. DBA checksthe userdb_for_load.out file for success
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6. DBA loads the database from the full backup.

Syntax: 1> |load database UserDB from
“/usr/ecs OPS/COT S/sybase/sybase dumps/weekl/dbname.dat. MM DDHHMM”
go
7. DBA loads the transaction file from the transaction file dump.

Syntax: 1> load transaction UserDB from

“/usr/ecs OPS/COT S/sybase/sybase_dumps/week1/dbname.tran.MMDDHHMM”
3>go

4.11 Database Performance and Tuning

Once your gpplication is up and running, the DBA monitors its performance, and may want to customize
and fine-tuneit. Use the following software tools provided by SQL Server:

Setting query processing options with the set commeand

Setting database optionswith sp_dboption

Monitoring SQL Server activity with sp_monitor

Usng update statistics to ensure that SQL Server makes the best use of existing indexes
Changing system variadblesusing sp_configure and the reconfigure command

Pacing objects on segments to spread i/0, improve throughput, etc. as described in section 4.4.4

For acomplete discussion of issues rdated to SQL Server performance and tuning, refer to your
SYBASE SQL Server Performance and Tuning.

4.12 Installation of the Applications

DBA should have physica devices configured before ingaling ether autosys or remedy. Both
applications use Sybase as their database.

4.12.1 Installation of the Application Database

The ingalation of the application databases has been automated using ECS Assstant. The application
databases are created using the DbBuild script which can only be invoked through ECS Assistant or
the Command Line. Scripts that ECS Assstant invokes are:

DbBLuild - Create new empty database and loads with initia data
DbPatch - Upgrade to new schemawhile retaining existing deta.
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4.12.2 The AUTOSYS Application and other Configuration Issues

The AUTOSY'S gpplication works in tandem with PDPSDPSs to schedule the jobs that run on
Science Processor.  Autosys inddlation is performed in /us/ecsOPS/COTS by the auto ingall
program located in the autosysingdl directory. The results of the inddlaion are sored in an
autosys ingal.scr file located in the AUTOSY S home directory (/use/ecOPS/COTSautosys). For
pdps to run properly with AUTOSY S, the following activities are completed:

A user is defined named autosys

autosys user is added to the pdps database (OPS mode)

The autosys server is added to the sysserverstablewith sp_addser ver

The server is added to the sysservers table on the AUTOSY S server with sp_addser ver

4.12.3 Spatial Query Server (SQS)

SQSis amulti-threaded, Sybase Open Query database engine, which is required by the Science Data
Subsystem (SDSRV). This product alows definition of spatia data types, spatia operators, and
gpatid indexing. SQS communicates with Sybase SQL Server to process SDSRV requests to push
and pull metadata. SDSRV database server resides on an SGI machine. SQS also, reside on the same
machine as SDSRV Sybase SQL Server.

Named X 1acg01 - where X isthe DAAC specific identifying character.

pathname - /usr/ecs OPS/COT S/sqs222/bin/sgsserver

Should have one dedicated CPU per instance running. Defaults to one instance now, but may require
additiond instances later for performance reasons.

Requires one entry in the Sybase “interfaces’ file per ingtance of the SQS server to be run.

Consult startup scripts in /etc/init.d/sybase and /etc/init.d/sgs_222

SQSrequires a Sybase login with SA or sa_role and associated password to start. SQS environment
varigbles requirements:

SYBASE = Location of the Sybase home directory. Example: /tools'sybOCv(TBD)

PATH =Mug includein thisorder - /usr/bin; /usr/shin;$SY BASE/bin

DSQUERY = Nameof SQL Server to which to connect. From the $SY BASE/intefacesfile.
Examples - g0acg01 _svr

DSLISTEN =Nameof SQSsarvertouse. Example- g0acg0l _ svr

SQSUSER = Name of the user (SA or sa role) for system connection.

SQSPASSWORD = Password for the system connection login

The SQS startup script requires the following information:

SQSHOME = location of sgsserver binaries.

Thefollowing isalist of optionsthat can be imbedded in the Startup script, these options are beneficid,
but they are not required.

41231 SQS STARTUP OPTIONS:

-e path of the SQS server logfile. Example /usr/ecs OPSICOT S/sgs222/sgs/bin/sgs _222.1og
-u number of concurrent SQS connections. Recommend minimum of 125. Example -u 125
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Usudly started with adday, after the SQL Server is sarted. This dday be sufficient for the SQL server
to recover and come-up.

$SQSHOME/bin/sgsserver -e $SQSHOME/sgs 222.1og -u SUSER &

SQS has dependencies on Sybase, such as.

Sybase must be running prior to starting SQS

SQS user id that gtarts SQS, which is different from the gpplication user ID must have admin privileges
SQS opens a connection to Sybase's because it writes to the Sybase System tables

SQS server thread runs under the userid sa In order to avoid confusion when monitoring this threed, it
isbest to:

create a separate login and userid specificaly to monitor SQS

grant sa_role authority to the userid created to monitor SQS

EXAMPLE: 1> sp_adduser sgs mon

grant sa roleto sgs_mon

go

4.13 Configuration of XLV partitions for Sybase partitions .

In order to successfully convert the raw partitionsinto XLV, the following Steps are to be drictly
adhered to.

BACKUP dl databases.

BCP the sydogins table from magter.

bcp master..sydogins out fileout -Usa -P -c

bcp master..sydoginroles out fileout -Usa -P -

Save dl information regarding the sysdevices and database options by executing the following
command:

sp_helpdb db_name -- each database

sp_helpdevice

sp_helpdb

Shutdown the backup and sgl servers.

After the partitions have been updated to XLV, chown the sybase disks to sybase:users. Also, change
the /etc/init.d/sybase script.

Cleanup some old sybase filesfrom $SY BASE/devices and $SYBASE/ingdl.

Execute sybinit to initidize aNEW gl server/backup (same server name).

Initidize sybsystemprocs database, as well.

Change sa password. (sp_password NULL ,newpass)

Up the number of devices. (sp_configure "number of devices',20)

alter the database for master and tempdb.

Change sysservers to name the server, as well as the new backup server.

Sp_addserver nodename_srvr,loca ,nodename_srvr
sp_addserver SYB_BACKUP,local,nodename_backup
execute scripts to initialize the devices and to creste databases  (for load).
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load database dumps. Verify that database data and log are not on same device. If on same device,
update sysusages by ddeting the log that uses he data device and then update the Size of the data device
to the full sze (plus the one used by the log).

uncompress the load file, manudly.

online database.

BCPin the sydoginstable.

BCPin the sydoginroles table.

Change the DB dbo.

Reset dl DB options.

Dump all databases.

4.13.1 Backout Procedure

Thisis an addendum to the technica directive that was previoudy sent out, dated September 28,1999.
The backout procedure is executed only if it is necessary to restore the old SQL server because of a
XLV conversonfalure. Pleasegivemeacdl if you have any questions in following the procedures.
After restoring the sybase raw disk partitions from XLV partitions (hormaly done by the System
Adminigtrators), change the ownership of the devicesto sybase:user. This step has to be executed by
someone with root access.

Login as sybase, and cd to the $SYBASE/ingal directory.

Execute sybinit and configure anew sgl server. Use the same configurations that were used from
origind sgl server, ie. Port numbers.

Once you have configured a new server, get in to isgl and execute the following:

change sa password

alter database master to same Size as before

modify the sysservers with the sgl and backup names

shutdown sl server and bring it up in Single user mode (-m option)

uncompress the master database dump (do not load at thistime)

cd to /usr/ecsOPS/COT S/sybase/devices and copy the old sybsystemprocs.dat to the new one
load the dump of the master database (after the load, it would automatically shut down the sgl server,
S0, sart it up as norma and not as single user)

Now, at this point, al your databases should recover. If not, your databases would be marked as
suspect. Then, check your devices and load each database from the dumps. Just follow the following
steps:

Check dl the devices and make sure that they do exist

Drop the databases using dbcc repair (dbname,dropdb) option

Re-create the databases with a“for load” option

Load each of the databases and do an online command after

Verify that your db options were set properly, aswel as dl the users on each database

Once, everything is back to its origind state, do a complete backup of al your databases!
This completes the backout process.
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4.14 Passwords Security

Security has become a sengtive issue throughout the IT Industry. The ECS program is dso concern
about security and the risks associated with security. As aresult the following directive isissued to all
DAACs.

All Syslem Adminigtrators and Database Administrators at the Sites are responsible for easonable
security measures when ingaling ECS custom software. This means.

Changing the permissions of online secure filesto the minimum level required .

Backing up secure file(s) to removable media (floppy or tape) and remova of secure filesimmediately
after ingdlaion is complete.

1. Themediashould then be kept in a secure location.

Thefollowing fileis affect asresult of thisrequirement on the ECS program.

A. /usr/ecs<MODE>/CUSTOM/dbms/<SUBSY STEM>/Ec<server>Sybasel ogins.s

B. Set permissionsto 711 (user read, write, execute, group and other read only)

Figures 4.14-1 and 4.14-2 are the Technical Directives issued by the Director of Systems Engineering.

The fallowrityg divective i fssed to ol DAACS and ldhs.

Tisue: Fp accounds avevequired for ECS oustomn seftware do function. Accounds and passwerds have
heen distribunted togefher via public means (nuch as decironic i) that presends ;m naccgpiahle
sequmily xisk.

Fix: Vhen communicating ssitive information such as acoomds and passwords,, do notput dem
togeer in the same dooment.

Testing: N4

Tnplanentation: For disribntion of acconmt dfommation vwhen & nothand camied:
1. Sad the sccowt pfomntion T ovw doomued,
2. Bend the pasomord Rfommation in 4 differert doomtert in Roverted order (the first passmond

wtry iepuitched to the lust accomt enry).

HOTE: B i¢ notvequired et it is recommanded to enmypt fp accomt Ffmmation wsig the THDE
ypt comnand when sandingvia electronic mesns. ¥ oypt i uced, the pacswond wsed showldbe
cortained 1 4 thind donpnet

Puint of Condact:

Approved By: M. BcEride
Directar, Systems Engheering

Refaence CCR: 03- 20000

Figure 4.14-1. Technical Directive
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Thefullowing dctie s ssted o el DAACH sl s,

lsues  Bystem veediafon dsting s e thel psvonds s g watlenn ceartet Log s

Inpleventaton:

Point of Contact:

Approved By:

L. This practive presents s waaceephale ety ik o BCS.

2 Names of sytem secostsvey be el Dogs Havwerer, ogs th e 50
wtens ot e e perssions o e Log e chenged o 770 i the
cen<MODE secovat heng T owrand e ODE snoup being the zvug.
[Pl e i o Ehe bt g oot etz e UNTE et
ety el &Ltk agneed upon pesswced. One such psvond et Lnceion
i accepteble ot e sesonond ey ot be et i el et o ey e

Byran Petess, Che, TOWE, el - boetersBeos oy
thase 1834077

M. MieBeste
itertor Systems Engieeting

Reference € CR: 03-3CEEK

'

Figure 4.14-2. Technical Directive
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4.15 Database NCR/TroubleTicket WorkArounds

4.15.1 OPS:5A.03:EGS-10:No graceful way of stopping MODAPS Ingest

Ticket-1d : SMC000000001859

Unique-ldentifier : EDC000000003826

Long-Description : In order to support periodical Sybase backups along with any
other planned system shutdown, OPS needs a procedure for gracefully shutting
down MODAPS ingest that doesn't cause usto lose any data.

Problem Type : Software

Related CCR : NCR 25302

Resolution Log (End User Sees) :

Short Description : OPS:5A.03:EGS-10:No graceful way of siopping MODAPS Ingest

Software Information : Create

Software Resource::

Submitter Home DAAC : EDC

Submitter ID : bbates

Subject: Ingest shutdown

Author: Bryn Ardanuy at 11-ECS-2

Date:  1/13/00 2:47 PM

Cheryl,

In order to shut down Ingest gracefully, first the front ends needs to be

shut down - Auto and Polling. And aso, don't start any new mediaingests

from the GUI. Then once the requests have al completed, the Request
Manager and Granule Servers can be shut down.

If there is not enough time to do a graceful shutdown, then dl of the

Ingest servers can be brought down. When they are warm started, the
requests which were active before the shutdown, should restart and go to
completion.

4.15.2 PLS: PLS should not submit more than 1 subscription for one ESDT

NCR ID: ECSed24368 Status: ASSIGNED-IMPLEMENT  Submitted: 991007
NCR Class: OPERATIONS  Project: OPS_Documentation Enclosures: 7

NCR TITLE...
PLS: PLS should not submit more than 1 subscription for one ESDT
PROBLEM INFORMATION... ANALYSIS INFORMATION...
Build Name[*]: Drop 5A.03 Evaluate Engineer: xihaihu
Test Site[*]: GSFC DAAC Assigned To: rodney

Detection Method[*]: Acceptance Test  Analysis Due Date (yymmdd):
Detected-In- Phase[*]: Integration
TestCase ID: COST ANALYSIS INFORMATION...
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Machine Name: Cost[*]: MEDIUM

Severity (1=Showstopper)[*]: 2 Estimated Fix Time(hrs): 20

Mission-Criticality (Admin Use Only): 0 Estimated Fix Date(yymmdd): 991015

Mode [*]: OPS Workaround Available? Y

Trouble Ticket:

DAAC Trouble Ticket: TO BE FIXED INFORMATION...
SUBMITTER INFORMATION... Problem type[*]: source code

Submitter: xihaihu Recommended change[*]: source code

Implement Due Date ( yymmdd):
Page 1/2

NCR Class: OPERATIONS  Project: OPS_Documentation Forwarded 991209

FORWARDING INFORMATION...
Old class: OPERATIONS
Old project: OPS_PLS

Forwarded by: Shiela Barriere

Page 2/2

kkkkkkkkkkkk P ro b I em kkkkkkkkkhkkk

Please describe the problem you are experiencing below, including
what you did, what you expected to happen, and what actually happened:

During MOSSIII test at GSFC, it was found SubMgr has multiple
subscriptions on insert events for one ESDT. This force SubMgr

to process one granule multiple times which slows down the system
significantly.

*kkkkkkkhkkhkk 1 *kkkkkkkkkkk
Analysis

Please describe your Analysis:

When it comes to subscribe to an insert event for

a certain ESDT for SubMgr, PRE first look up PDPS
DB, where a subscription ID is stored if the subscription
has been placed previously. If a subscription ID

is found, PRE will use it to confirm is validity

with subscription server, if it gets confirmed,

it will not submit the subscription again. However,

if PDPS DB gets reset, the subscription ID is lost

from PDPS DB, and PRE will submit subscription
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without checking.

We need to prevent this from happening by checking
existing subscriptions in subscription server database
based on ESDT only(because we don't have the
subscription ID).

Based on conversation with Dawei, subscription server
does not have existing interface to check subscription
based on ESDT and userID. CSS needs to add interface
in order to make this work.

kkkkkkkkhkkkik Wo r kar oun d kkkkkkkkkkkk

Please describe the workaround to the problem:

Removed extra subscriptions for SubMgr using subscription
server GUL.

Tk Op Procedure (Added 991115 by xihaihu) **#kkrx
The operational procedure to correctly "reset"
PDPS database is:

"Whenever PDPS database is reset(not including
database cleanup by running EcPIDbClean script),
the operator is

also responsible to remove all the PLS subscriptions
in CSS subscription server database(subscriber

ID is SubsMgr). This can be done through running
"EcSbSubServerGUI".

NOTE: AFTER PDPS DATABASE IS RESET, AND THE ABOVE
PROCEDURE IS FOLLOWED, NO SUBSCRIPTION NOTIFICATION
WILL COME THROUGH FOR EXISTING JOBS IN THE NEWLY
LOADED DATABASE. ONLY NEW JOBS GENERATED

BY PRE WILL WORK NORMALLY REGARDING SUBSCRIPTIONS."

By following this procedure, the problem described
in this NCR will not happen.
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K*kkkkkkkkkkk R eSOI utl on kkkkkkkkkkkk

Please describe your resolution to this problem:

Document the enclosed "Op Procedure" for PDPS database
reset.

kkkkkkkkkkkk PI'eVIOUS Merge BUIId IDS kkkkkkkkkkkk
Please enter any related Merge Build ID(s) information:

Frkkrkkkkkk Back to R (Added 991209 by sbarrier) *kkkkki
The NCR Board moved this back to R at the T scrub on 12/9/99 so that the
documentation aspects can be addressed.

kkkkkkkkkkkk HIStOI'y *kkkkkkkkkkk

xddts 991007 123558 Submitted to OPS_PLS by xihaihu

xddts 991007 123725 Enclosure "Problem” added by xihaihu

xddts 991007 123732 N -> A (Assign-Eval to xihaihu) by xihaihu

xddts 991007 123831 Enclosure "Analysis" added by xihaihu

xddts 991007 123853 Enclosure "Workaround" added by xihaihu

xddts 991007 123853 A -> B (Cost-Analyzed) by xihaihu

xddts 991007 124537 enclosure "Analysis" edited by xihaihu

xddts 991007 124548 B -> R (Assign-Implement) by xihaihu

xddts 991007 130622 enclosure "Analysis" edited by xihaihu

xddts 991115 134030 Enclosure "Op Procedure" added by xihaihu

xddts 991116 095822 enclosure "Op Procedure" edited by xihaihu

xddts 991116 113401 Enclosure Resolution added by xihaihu

xddts 991116 113404 Enclosure Previous Merge Build IDs added by xihaihu

xddts 991116 113404 R -> M (Merged) by xihaihu

xddts 991116 113408 Fields modified by xihaihu

xddts 991116 113436 Fields modified by xihaihu

xddts 991116 113525 enclosure "Resolution” edited by xihaihu

xddts 991116 113536 M -> T (In-Test) by xihaihu

xddts 991209 112542 Forwarded from OPS_PLS to OPS_Documentation by sbarrier

xddts 991209 112550 T -> R (Assign-Implement) by sbarrier

xddts 991209 112554 Fields modified by sbarrier

xddts 991209 112638 Enclosure "Back to R" added by sbarrier
Bryn

4.15.3 Sybase BACKUP SCRIPTS

NCR ID: ECSed22290 Status: ASSIGNED-IMPLEMENT  Submitted: 990421
NCR Class: OPERATIONS  Project: OPS_DBDM Enclosures: 4
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NCR TITLE...
Sybase BACKUP SCRIPTS - TO BE FORWARDED TO

PROBLEM INFORMATION... ANALYSIS INFORMATION...
Build Name[*]: Drop 4PY Evaluate Engineer: mmuganda
Test Site[*]: EDC DAAC Assigned To: hcolglaz

Detection Method[*]: Customer Use Analysis Due Date (yymmdd):

Detected-In-Phase[*]: DAAC Activity

TestCase ID: COST ANALYSIS INFORMATION...

Machine Name: Cost[*]: LOW

Severity (1=Showstopper)[*]: 3 Estimated Fix Time(hrs): 40

Mission-Ciriticality (Admin Use Only): 0 Estimated Fix Date(yymmdd): 990831

Mode [*]: TS1 Workaround Available? Y

Trouble Ticket: SMC000000000616

DAAC Trouble Ticket: EDC000000001301 TO BE FIXED INFORMATION...
SUBMITTER INFORMATION... Problem type[*]: procedure

Submitter: langevin Recommended change[*]: procedure

Implement Due Date (  yymmdd):

Page 1/2

NCR Class: OPERATIONS  Project: OPS_DBDM

Page 2/2

*kkkkkkkkkkk F) ro b I em *kkkkkkkkkkk

Long Description :
Backups do not occur if there is activity in the

database at the precise time that the backup kicks off.
Mailer daemon 04/19/99 18:56:35

ematthew 04/21/99 07:30:33

Sorry about this, we forwarded a bunch of tickets
-Tammy SMC616 Ticket-1d : EDC000000001301
Detailed Resolution Log: 04/19/99 12:39:45 langevin. If there is an insert/up
date/delete happening at the precise time the databases go to dump their transa
ction logs, or to dump the whole database, it will not do this if it is in use.

This means that nightly dumps are not caught on the Legato Networker backups
because the dumps have not happened. This could be potentially dangerious for
production. Is there a way to script in the backup scripts for a recheck if the
dumps did occur and if not, to try again? This should be a high priority item
to be forwarded to Landover.

If
mOmMsh03@ @/home/ematthew> dangerous f
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<< end of description >>

*kkkkkkkkkkk An aIySIS *kkkkkkkkkkk

Please describe your Analysis:

Backups fail when dbcc is attempted and their is activity in the database.

dbcc requires exclusive lock on the database tables. dbcc is needed to ensure
database integrity prior to a backup. EDC needs to incorporate a maintenance
window for doing database backups were there is no activity on the SQL server
so that dbcc.

DDM will work with EDC and all DAACSs to establish a maintenance window.

Until maintenance window is established. DAAC dba should manually execute
backup scripts for any database where error log shows that backup chron job
failed.

Frkkkeeek Workaround (Modified 990614 by gsloan) *rrrrex
Please describe the workaround to the problem:

EDC DBA should manually execute backup script for and SQL server were error
log indicates that backup chron job aborted.

Frreeeekk Unacceptable workaround (Added 000121 by rockvam) ***k
EDC DAAC management has found this workaround to be not
acceptable as it requires 3 4-hour down times per week.

John Daucsavage
EDC 1/21/00
Per G.Sloan

*kkkkkkkkkkk HIStOf'y *kkkkkkkkkkk

bugs 990317 000000 Submitted by Remedy via ddts@eos.hitc.com
xddts 990504 122219 N -> A (Assign-Eval to mmuganda) by mmuganda
xddts 990608 182236 Enclosure "Analysis" added by mmuganda
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xddts 990608 182316 Enclosure "Workaround" added by mmuganda

xddts 990608 182316 A -> B (Cost-Analyzed) by mmuganda

xddts 990608 182353 B -> R (Assign-Implement) by mmuganda

batchbug 990614 141518 Fields modified by gsloan

batchbug 990614 141518 Enclosure "Workaround" modified by gsloan

batchbug 000121 161514 Enclosure "Unacceptable workaround" added by rockvam

4.16 ECS Sybase Replication Server Administration Overview

Sybase Replication Server will be used for the ECS Project starting in release 5B. Implementation of
Replication Server for Earth Observing System Didributed Information System (EOSDIS) Core
System (ECS) which will require the support of the Management Subsystem (M SS). The deployment of
the Sybase Replication software and it's support tools that distributes data across distributed active
archive center (DAAC)s imposes additional operationd requirements beyond origina concept of stand-
aone DAAC operations. This new concept will alow al science users to register only once &t ther
specified Home-DAAC and be able to request data from dl DAAC Sites.

In release 5B Sybase Replication Server's most basc modd, “primary copy modd,” will be
implemented. In this modd, database transactions are replicated from the primary database (locate at
the System Monitoring Center) to a replicate database via one or more replication servers. The model
assumes ‘ownership’ of the data by the primary database. This means, the data can only be updated by
clients (locd DAACS) connected to the primary database and that clients connected to the replicate
database have read-only access to the data.

The transactions are continuoudy replicated asynchronoudy from the primary to the replicate database.
Replication is trangparent to client gpplications that submit database transactions to the primary
database. However, this feature creates a latent period (the time it takes to propagate the transaction
across the network) during which data in the primary and replicate databases are inconsistent with each
other. Client programs using these databases must account for this latency.

Sybase Replication Server implements this model using replication definitions for tables a the primary
database and subscriptions for tables at the replication definitions. The replication definitions specify the
location of the primary data while the subscription specifies the location of the replicate data The
replication definition and subscriptions are specified at the table or stored procedure level. (Only table
replication is implemented for the release 5B) Replication does not require replicating dl tables in a
database.

The primary copy modd can be viewed as a building block to create other models. The modd attempts
to prevent data incongstencies that would be created by updating and replicating copies of the same
data in two databases smultaneoudy. The modd stipulates that inserts, updates, and deletes to the data
can only occur a the primary database, while sdlect statements may occur at either the primary or the
replicate database. The modd assumes the enforcement of data ownership using custom developed
database triggers, client code, or operationa procedures.

The deployment of software that digtributes data across digtributed active archive center (DAAC)s
imposes additiona operationa requirements beyond stand-alone DAAC operations. These enterprise
level requirements conflict with the requirements for autonomous DAAC operdions in two mgjor aress.
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1) capabilities that rely on database replication will be temporarily disabled between DAACs if the
databases and/or software are at different schemaldrop levels, 2) administration of replicated databases
requires coordination between DAACs.

This document focuses on the operations and adminidration of a replication system in a multi-gte
configuration by examining severd operation scenarios involved in replication software ingdlation and
Replication Server adminigration. Although Sybase Replication Server supports same-site replication
for warm-standby or load balancing needs, this document will focus exclusively on the issues involved in
adminigtering Sybase Replication Server for cross-site data distribution.

4.16.1 Cross DAAC Primary Copy Model Components

Figure 4.16.1-1 illustrates the components used in a primary copy model that uses two replication
savers. Thisexampleisfor illusrative purposes only. The ECS implementation will be described in the
next section.

PRS Stable Device RRS Stable Device
8 6 9
RS User Connection Primary Replicate

Replicate
Data Server

Replication Replication

Server

Route Maintenance User Connection

DBO User [Connection RSSD Hrimary Yser Connection RSSD Maintenacg User Connection

7
Replicate

RSSD Data
Server

1

Primary
RSSD Data
Server

Primary Data
Server

RSSD
RepAgent

Primary Database Primary RSSD Replicate RSSD Replicate Database

Figure 4.16.1-1 Replication Server Components

Components:

DAAC Component | Description

Primary Data Server | The primary data server isthe Sybase SQL server that maintains the primary copy
of datathat is being replicated.

Primary Database Contains the copy of data that can be updated by application programs.
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LT™M

Thelog transfer manager (LTM) is a Sybase Open Server gpplication that transfers
replicate database transactions to a primary replication server and movesthe
secondary truncation point in the primary database transaction log. The LTM
connects to the primary data server as the primary database DBO and to the
primary replication server as specified when the primary database is added to the
domain.

Primary Replication
Server

The primary replication server (PRS) isrespongible for forwarding replicate
database transactions to the replicate database. The PRS maintains connections to
the replicate replication servers (route) and maintains a connection to its database,
the RSSD.

Primary RSSD Data
Saver

The primary RSSD data server maintains the primary RSSD.
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Components. (Continued)

RSSD RepAgent The RSSD RepAgent isathread in the primary RSSD data server that transfers
replicate RSSD database transactions to the PRS. The RSSD RepAgent connects
to the PRS as specified when the PRS is added to the domain.

Primary RSSD This database houses the information required by the replication serversto operate.

Database

PRS Stable Device | The PRS stable Device contains a FIFO queue for each primary and replicate
database. Transactions are transferred from a primary database queueto a
replicate database queue after the LTM sends the transaction’s commit. Once a
transaction is moved to the replicate database queue, the primary replication server
sends the transaction to the replicate replication server.

Replicate The replicate replication server (RRS) is areplication server thet receives replicate

Replication Server | transactions from a primary replication server and gppliesthe transaction to a
replicate database. The RRS maintains a maintenance user connection for each
replicate database.

Replicate RSSD This server houses the RSSD for the RRS.

Data Server

Replicate RSSD This database contains information that is required for the RRS to apply replicate
database transactions to a replicate database.

RRS Stable Device | The RRS stable deviceis afile system that contains a FIFO queue for each
replicate database. Replicate database transactions are pushed into the queue
before being applied to the replicate database.

ReplicateData This server houses the replicate database and is updated by the RRS.

Server

Replicate Database | The database that contains the replicate data.

Release 5B Overview

The release 5B design implements severd important changes from the origind ECS concept. The first
and most obvious change is that the System Monitoring Center SMC database becomes the primary
database for al records. This meansthat al account request, profile creation, and profile modification
activities mugt take place at the SMC. The second change is the use of Sybase replication which will
automatically send database changes from the SMC to the other Sites once they are committed,
generdly leading to asignificant decrease from the time a change is made to the time in which that
change is propagated to other sites. These changes a so require modifications both to the database
configurations and to custom code.
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Replication from SMC
~ 77 viaSybase Replication Server
F

UPS

SUPG

SMC

w3\ Profile modification

. I3y operator viaremote
loginto GUI at SMC

Note:
DUPG: DAAC User Profile GUI
SUPG: SMC User Profile GUI
UPS:  User Profile Server
UPGW: User Profile Gateway

Drop 5B DAAC Operator User Profile Database Interactions

Figure 4.17-1. Drop 5B DAAC Operator User Profile Data Interactions

GDS Order Tracking

The GDSGW will be located at System Monitoring Center (SMIC) and will support Aster GDS
submitted cross-DAAC product requests and product request status queries. Product requests will be
routed to and processed by the appropriate DAAC. The DAAC filling the request will update alocal
copy of the request tracking data. The request tracking data will be replicated to EDC to support the
product request status queries submitted viathe GDSGW.

Since aproduct order may contain severa requedts, the order and request information stored at SMC
will contain dl requests processed a one or more DAACs. On the other hand, the DAAC processing
the request will contain only its portion of the request(s) for the order.

This requirement imposes an inconsstency in the order data between stes, snce the order dataisa
summeation of requests. GDS order tracking has a requirement to preserving the order information,
independent of individua DAAC operations. The requirement stipul ates that request delete transactions
are not replicated back to EDC.

User Profile Distribution and User Registration Interaction Flow Diagram

Figure 4.17.2-1 depicts the User Regidration Interaction Flow asiit is anticipated to be during the initia
deployment of Release 5B. As the figure suggedts, a science user who wishes to become a registered
user associated with a particular DAAC (the Home DAAC) submits a New User Request (A.1). The
user employs the User Regidration Tool to submit the request to the User Regidration Server at the
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SMC (A.2) The New User Request is retrieved by the User Services Representative & DAAC
operations, logged in to the SMC remotely and using the Account Management tool (A.3). Note that
the representative sees only requests specifying that representativeé's DAAC as Home DAAC are
avalladle to that representative for review. The representative reviews the information in the request and
completes the User Profile (A.4). Upon completion of the User Profile at the SMIC, the system sends
confirmation to the user (A.5). With secure transmisson of information, it is possible to send
information eectronicaly for printing of the User Profile information, including password, to the DAAC,
50 tha the information can be printed and sent to the user by surface mail (A.6). The replication
process (A.7) ensures that eech DAAC has the entire User Profile database available on the local User

Regidration Server for viewing.

L4

A.3 Get new user réqueﬂ A.5 Email Confirmation
A.4 Complete User Profile J

User Registration
Server

2 v
: User Reg.
\ : /
A.7 Replicate User Profile - :'I Tool
\ - H
A\ \ A A.2 Submit

=3 Djstributed Object (rpc, CtLib) User Registration Reqest
"'“) HMI (GUI, Xterm, command) or
—> fp

email (or other as noted)

Double line - Synchronous
- - email (or other as noted)

Dashed - Asynchronous

Figure 4.17.2-1. User Registration Interaction Flow Diagram
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User Registration Interaction Table - High-Level Operational View

Table 4.17.2.1-1 providesthe Interaction - High-Level Operationd View: User Regidiration.

Table 4.17.2.1-1. Interaction Table - High-Level Operational View:

User Registration (1 of 2

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Precon
ditions

Description

Al

New
User
Reques
t

Science
User

User
Registration
Tool

None

None

Science user loads User
Registration Tool, via its URL, from a
favorite Web Browser. Science user
fills out form with initial registration
information. This information
includes: user name, address,
telephone number, email address
and user verification key (for security
confirmation). Request is queued at
the SMC.

A.2

Submit
Reques
t

User
Registration
Tool

User
Registration
Server

None

None

User Registration Tool submits the
new user’s request. The request is
queued at the SMC, awaiting the
DAAC User Services staff from the
user’s selected home DAAC o
confirm the new user.

A.3

Get
New
User
Reques
t

DAAC User
Services
Representat
ive

User
Registration
Server

None

None

DAAC User Services Representative
(periodically) checks for new user
registration requests. In this case
the request for our new user is found.
User Services staff checks the
information provided.

A4

Comple
te User
Profile

DAAC User
Services
Representat
ive

User
Registration
Server

None

None

DAAC User Services Representative
completes the new user's User
Profile. The request is marked as
confirmed and accepted. DAAC
User Services Representative may
call Science User for any further
information or clarification. The
Representative may authorize any
special privileges (e.g., access to
restricted granules, submission of
ASTER Data Acquisition Requests)
at this time.
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Table 4.17.2.1-1. Interaction Table - High-Level Operational View:
User Registration (2 of 2)

Step | Event | Interfac | Interface Data Step Description
e Client | Provider Issues | Precondi
tions
A.5 Email User Science None None User Registration Server e-mails
Confirm | Registrat | User confirmation of the user’s registration
ation ion request.
Server
A.6 Send DAAC Science None None DAAC User Services Representative
User User User sends complete user account profile,
Accoun | Services including user name and password, to
t Profile | Represe Science User via USPS mail.
ntative
A7 Replica | Sybase | Sybase None None The user profile is replicated at each
te User DAAC. Each DAAC is capable of
Profile browsing user profiles locally. User
profiles can only be created or modified
at the SMC by operators from the user’s
home DAAC (who logs in remotely) or by
select SMC operators.

User Registration Component Interaction Table

Table 4.17.2.2-1 provides the Component Interaction: User Regidration. The information in this table
provides more detail on specific interactions among ECS components for each of the main ements
identified in Table 4.17.2.1-1 for those interested in what is occurring between ECS software
configuration items and their components during user regisiration processes.
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Table 4.17.2.2-1. Component Interaction Table: User Registration

(1 of 2)
Step Event Interface Interface Interf Description
Client Provider ace
Mech

A.1.1 | Startup Science EcCIDtUser | Web Science User invokes the configured Web
User User ProfileGatew | Brows | Browser with the URL of the User
Registratio ay er Registration Tool.

n Tool

A.l1.2 Input User | Science EcCIDtUser | Web The Science User populates forms with ECS
Registratio | User ProfileGatew | Brows | registration information. This information
n ay er includes: user name, address, telephone
Information number, email address and user verification

key (for security confirmation). The user then
submits this information.

A.2.1 Submit EcCIDtUser | EcMsAcReg | Distrib | The User Registration Tool submits the User
User ProfileGate | UserSrvr uted Registration Request to the User Registration
Registratio | way Object | Server for approval.

n Request

A.2.2 Store a EcMsAcRe | Sybase CtLib The User Registration Request is saved for
User gUserSrvr approval by DAAC User Services.

Registratio
n Request

A.3.1 Startup DAAC Ops | EcMsAcReg | Xterm | DAAC operations remotely start the SMC
User - User UserGUI User Registration Server GUI after logging
Registratio | Services into the SMC.

n Server
GUI

A.3.2 Review DAAC Ops | EcMsAcReg | Xterm | On a periodic basis (based on DAAC policy),
New User | - User UserGUI User Services checks for any new User
Request Services Registration Requests.

A.3.3 Get New EcMsAcRe | EcMsAcReg | Distrib | Request all new User Registration Requests.
User gUserGUI UserSrvr uted The GUI connects to the Registration Server
Requests Object | at the SMC.

A.3.4 Retrieve EcMsAcRe | Sybase CtLib | All pending User Registration Requests for
User gUserSrvr the operator's home DAAC are retrieved from
Registratio the database.

n
Requests

A.4.1 | Update EcMsAcRe | EcMsAcReg | Distrib | DAAC User Services completes the User
User gUserGUI UserSrvr uted Profile from the request. Updated information
Request Object | includes VOGateway User name, group and

password.
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Table 4.17.2.2-1 Component Interaction Table: User Registration

(2 of 2)
Step Event Interface Interface Interf Description
Client Provider ace
Mech
A.4.2 Create EcMsAcRe | EcMsAcReg | Distrib | User Registration Server takes the completed
User gUserGUI UserGUI uted User Registration Request and makes a User
Profile Object | Profile, registering the user.
A.4.3 Store a EcMsAcRe | Sybase CtLib The User Profile is saved in the SMC User
User gUserSrvr Profile Database.
Profile
A5.1 | Send E- EcMsAcRe | CsEmMailRe | e-mail | A Confirmation message is sent to the new
mail gUserSrvr IA (to ECS Science User, via CSS infrastructure
Science mail services (CsEmMailRelA).
User)
A7.1 Replicate | Sybase Sybase EcMs | The user profile is replicated at each DAAC
User RsDb | viathe Sybase Replication Server.
Profile
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User Registration Tools

For theinitial Release 5B period, auser may access the web-based ECS User Regigtration Tool (URT)
from alink on the EOSDIS Home page to apply for an ECS Account. Figure 4.17.3-1 illugtrates the
top portion of the URT. Figure 4.17.3-2 illustrates the URT scrolled down to show the bottom portion
of the window.

Netscape: EOSDIS User Registration

I File Edit View Go Cormunicator Help
< » 3 B - &+
Back  Forwand  Reload Home  Search  Metscape Frint  Security Stop

W" Bookmarks ‘& Metsits: fhttp: //tlins0lu. ecs. nasa. gov: 10601 /cgi-bin/CLS/EcClWbUr ?action=request f| @' What's Related
T
E L DI
o
o
¥
' Home EOSDIS User Registration
Regier
To become a registered user please complete and subrnit the form below. User Services personnel will use this information to
establish an EQSDIS nser account for you. Onee verified, your account will be established and your login name and password will be
sent to you via US Mail in approxmately 10 days. Please note that the system will not accept a BOST OFFICE BOX. Untl then, you
may login and nse EOSDIS software as a guest.
Registered users have full access to EOSDIS data and services. Mon-registered users have access to EOSDIS data and senvices but
Sl they may encounter lirnitations in terms of the amounts, types, and media formar of data they wish to order.
Help
Site Index User Information
First Name Last Name
L
Middle Initial (Cptional) More Info
User Verification Key |
Organization (Cptional) Project (Cptional)
E-mail Address Home DAAC :
VTC
Primary Area of Interest Affiliation (Optional)
= = |
Mailing Address
Please enter your address below. User Services personnel will use the following information to establish an ECSDIS vser account for
you. If they cannot verify that yon can be contacted at the following location your account will not be processed. Please be sure to enter
complete and correct information. Smee your account has been established you will be able to change and update the information as
E | |rrrtp:."Minsﬂ1u.ecs.nasa.guv:1DED1EIOSaEcsH0me.HtmI

Figure 4.17.3-1 User Registration Tool, Top Portion
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Netscape: EOSDIS User Registration

| File Edit view G0 Communicator

+ v 3 @ 2w I &

Back  Forwand  Reload Home  Search Metscape Print  Security Stop

Help

N

w" Bockrrarks ‘& Metsite: [f:http:,-",-"tlinsﬂlu. ecs. nasa. gov: 10601 /cgi-bin/CLE/EcClWhUr Paction=request {| @' What's Related

Primary Area of Interest Affiliation {Cpdonal) &

i . i

Mailing Address
Please enter your address below. User Bervices personnel will use the following information to establish an ECBDIS user account for

wou. If they cannot verify that you can be contacted at the following locaton your account will not be processed. Please be sure to enter

cornplete and correct information. Onee your account has been established you will be able to change and update the information as
needed.

Address Linel (Please note that the system will not accept a POST OFFICE BOX)

Addvess Line2 {Optonal)

City State/Province
ZIP{Postal Code Cowntry
FPhone Fax (Optional)

When you have finished, press Sulmml o register,

or press Reset | o revert to previous valnes.

WARNING

This U3, Government cornputing system is for general public access. Anyone nging it is subject to monitoring snd recording of all
keystrokes without further notice. This record mey be provided as evidence to lasw enforcement officials. This record may also be kept
and used for statistical purposes.

Last Modified: May 25, 1997

BDAAC admi AC 2006200

B Thie Enginecr:
Fay Forg: CLS i o5 A €O

Figure 4.17.3-2. URT Scrolled Down to Show the Bottom of the Window

Interim Update 4-53 611-CD-576-001



The function of this URT will be supplanted by a paich later in the deployment of Release 5B that
permits a user to gpply for regigration usng the EOS Data Gateway Web Client. At that time, entering
user profile data once will register auser for access to Version 0 products and services and application

for an ECS account -- a""seamless’ gpplication to both communities.

At initid deployment of Release 5B, user regidration is accomplished from the Request Account screen
of the ECS User Account Management tool, accessed remotely at the SMC. Figure 4.17.3-3 shows
the Account Information tab of this screen.

File Edit

ECS User Account Management——Mode: TS2

Help

)

Request Account

1)

Profile Account

[IGCAMENM First Name MI User ID Home DAAC Email
YanHemel Paul E pvan VTC

Address

Submission Date
pvan@eos_hitc.con 02/29/00 09:14:00.000 pending

Status

Retrieve by status: Pending -

Retrieve

Personal

Mailing
Information Address

Shipping
Address

Billing
Address

Account
Information

V0 Gateway

carogory. R |
V0 Gateway ¥,
User Type:

Password:

W Authorize For ASTER L1B

L=
[ N ET

W

Create ‘

Apply
Account

Edit

Account

Deny
Request

View
Edit

adet
Reaquest

Figure 4.17.3-3 Request Account, Account Information Tab (Note: Control buttons
at the bottom of the screen appear only on the tool accessed at the SMC.)
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The next block of datato be entered is user’ s persond information. If you have just entered the
account informetion, the “Request Account” folder is till open. To add the user’s persond
information, you will need the “Personal Information” tab of thisfolder (Figure 4.17.3-4). If the user
has gpplied usang the URT, these fidds will dready be populated.

ECS User Account Management——Mode: TS2
File Edit Help |
Request Account Profile Account

[ECIENE First Name MI User ID Home DAAC Email Address Submission Date Status
VanHenel Paul E pvan VTC pvan@eos.hitc.com 02/29/00 09:14:00.000 pending

oy
Retrieve by status: Pending - Retrieve
Personal Mailing Shipping Billing Account
Information Address Address Address Information

Title First Nane MI Last Name
O
f Tradnd Primary Area FTH¥ 8 i
B Trainin Hunan Dinmensions of Global Change SE
Create Apply Delete Deny View i
Account Edit Account Request Edit Baauest

Figure 4.17.3-4. Request Account, Personal Information Tab (Note: Control
buttons at the bottom of the screen appear only on the tool accessed at the SMC.)

Mailing address, shipping address, and billing address information are entered usng smilar windows, or,
if the user has gpplied for an account using the URT, these fields will dready be populated.

To complete the creation of anew account, the pending account is selected and a click on the Create
Account button results in the creation of the new account. 1t dso results in autometic dispatch of an
e-mail message to the user’ s email address with notification that the account has been created. The
User Services representative will complete the account registration process by providing the user with
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theinitid ECS account password. The password dissemination is done in accordance with local
DAAC policy.

Once the account is created, it will gppear in the list accessible by clicking on the Profile Account tab,
asillusrated in Figure 4.17.3-5 showing the Persond Information and Account Informeation sub-tabs of
this screen. (Note: The figure illustrates the screen with control buttons at the bottom. These buttons
appear only on the Account Management tool at the SMIC; the toal at your site does not include these
buttons, but is otherwise the same.)

ECS User Account Management——Mode: TS2 B
Help

ECS User Account Management——Mode: TS2

e
Key:
projc:

Apply. change voGH|
Edit Password

Figure 4.17.3-5. Profile Account Screens, Personal and Account Information (Note:
Control buttons at the bottom of the screen do not appear on the local tool.)

The account can then be replicated to the User Profile databases at the DAACs, where it is accessible
using theloca Account Management GUIs. Theseloca GUIs are read-only tools that do not display
the control buttons for creating or modifying an account. If auser requires a change (eg., new mailing
address), the change is accomplished through the Account Management GUI's at the SMC, using secure
remote access by the User Services representative.

Sybase Replication Server

The concept of adomain is useful when describing areplication system. Briefly, adomain isa set of
replication servers and their associated components that communicate with each other. A domain can
be one replication server that replicates data from aloca primary database to another local replicate
database (asin awarm standby gpplication) or adomain can contain many replication servers
distributed over awide area network (WAN) as will be the case for the MSS.
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Each domain requires one, and only one, ID server. An ID server isareplication server that is specified
assuchwhenitisingdled. An ID Server assigns unique identifiers to domain components. The ID
server must be the firgt replication server ingaled in a domain and must be accessible when any
component is added to the domain.

When areplication server isingaled (including the ID Server), the following components are created:
adatabase cdlled the replication server system database (RSSD) (the data server housing the
RSSD must dready exist)

a stable device (queue)
an interface (connection) to the RSSD data server
a RepAgent for the RSSD

The RSSD contains system tables that are used by the replication server. In a mutli-server domain that

implements consolidated distributed primary fragments, the RSSDs must also be replicated. The RSSD

contains information about each domain component, component login ids and passwords, gpplication
specific objects such as replication definitions, replicate transaction identifiers, routes and connections,
and replicate transaction errors.

The RSSD datamodd is documented in the manua Replication Server Reference Manual.

As additiona replication servers are added to a domain, the replication system administrator crestes

replication server interfaces (RS), or routes, between the replication servers. Routes alow replicate

transactions to “flow” from a primary replication server to areplicate replication server.

Findly, application databases are added to a domain. For each database added to the domain the

following components are created:
for primary databases, an log transfer manager (LTM), which transfers database transactions from
the primary database to the replication server
for replicate database an interface from the replicate replication server to the replicate database
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Replication System Administrator (RSA)

Adminigtering the replication system is primary the role of the Replication System Adminigrator (RSA).
The Replication System Adminigrator ingtals, configures, and adminigters the replication sysem. Given
the digtributed nature of the MSS implementation this role may be performed by different people at
different locations. If this is the case, various tasks for adminigering Replication Server may require
coordination between Replication System Administrators.

The Replication System Adminigtrator has sa user permissions, which provides that person with the
ability to execute nearly dl commandsin the replication system. In managing the system, the Replication
System Administrator may need to coordinate with DBAS for both local and remote databases.
Replication System Administrators should be experienced Sybase DBAs and should have taken the
Sybase training classes Replication System Adminigration and Replication Disaster Recovery
Workshop. They should also have read and understood the manuals: Replication Server
Administration Guide, Replication Server Configuration Guide for UNIX Platforms, Replication
Server Reference Manual, and Replication Trouble Shooting Guide.

Replication System Administrator Task
The following tasks are required to maintain a replication system:

Table 4.19.1-1. Replication System Administrator Task (1 of 2)

Task Roles

Installing Replication Server Replication System
Administrator (RSA)

Adding or removing a Replication Server RSA

Starting up and shutting down Replication Server. RSA

Configuring Replication Server RSA

Maintaining Routes (Creating and modifying) RSA

Managing the RSSD RSA

Adding a primary and replicate database. RSA

Adding login names, database users, and administering appropriate permissons | RSA

Adding replicated tables or changing table schemas. RSA

Creating and modifying replicated tables

Creating and modifying replication definitions

Creating and materializing subscriptions at replicate Sites.

Defining data server function-string classes and function strings. RSA
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Table 4.19.1-1. Replication System Administrator Task (2 of 2)

Task Roles
Applying database recovery procedures. RSA
Maintaining and monitoring database connections RSA
Monitoring Replication Server RSA
Processing rejected transactions RSA
Quiesing Replication Server RSA
Reconciling database inconsistencies. RSA

DAAC DBA Replication Roles and Tasks

The Database Adminigtrator (DBA) plays asubsidiary role by supporting some Replication Server
adminigrator task. Thefollowing are tasks thet the DBA adminigtrators will performed at the local

DAACswith respect to replication server administration.

Table 4.19.1-2. DAAC DBA Replication Roles and Tasks

Task Roles
Ingtalling Replication Server Database Administrator
(DBA)
Managing the RSSD DBA
Adding a primary and replicate database. DBA
Adding login names, database users, and administering appropriate permissons | DBA
Adding replicated tables or changing table schemas. DBA
Creating and modifying replicated tables
Creating and modifying replication definitions
Creating and materializing subscriptions at replicate Sites.
Defining data server function-string classes and function strings. DBA
Applying database recovery procedures. DBA
Processing rejected transactions DBA
Quiesing Replication Server DBA
Reconciling database inconsistencies. DBA
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Sybase Replication Server Installation and Setup

Sybase Replication Server 11.5.1

The Sybase Replication server software that will be ddlivered to the DAACs must beingtdled on the
MSS primary machines. Other than copying the software to the directories specified in the PSR, no
further action for configuring the COTS product is necessary. This ingtdlation makes the rs_subcmp
utility available to the CUSTOM scripts.

CUSTOM Installation
The replication package must be ingtaled onto the appropriate mode/machines. Ingtructions will be
delivered with the software drop.
The following software will need to be run:
MSS db patch
rs Usringdl

MSS database patch

Since replication will only occur between tables sharing the same schema, the MSS must be run for
replication to occur successfully. The database patches will add the Sybase login mss_acct_db_maint
for replication to/from the SMC in addition to bringing the database into compliance with database
schema requirements.

rs_Usrinstall script

Thers Usingal script will need to be configured and executed at each sSite. Ingtructions will be
delivered with the software drop. The DAAC ingalerswill need to coordinate with the SMC asto
Setting password, servername, and database name parameters for the replication script. This script
creates the script rs UsstMain and its associated files based are the parameters entered by the ingtdler.
Thers UsrMain script is the script that will need to be run for replication to occur with the SMC.
Lastly, email addresses for the replication adminigtrators (i.e. staff who need to be notified of error
conditions) will need to be added to the email natification file located in the
.../[CUSTOM/dbms/COM/DBAdmin directory.

Other Installation
The Sybase adminitrator will need to update the Sybase Interfaces files on the MSS primary servers.

Error Conditions

The output of the rs_subcmp utility islogged to EcMsRepSubCmp.log inthe .../CUSTOM/logs
directory. If an error condition is detected (by grepping the log after completion of the script) an emall is
sent to the addresses listed in the emall natification file.

DAAC/SMC Coordination Issues

The DAACs should coordinate the following issues with the SMC and vicelversa
MSS Database Schema Versons
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Changes to the Sybase password for login mss_acct_db_maint

MSS Database Schema Version

When the SMC or a DAAC executes a database patch that changes the MSS User Profile table
schema, the rs UsrMain script will prevent execution of the rs_subemp utility and this condition will be
logged and email notification will be sent. Database patches to the M SS database should be coordinate
through the SMC.

MSS login maintenance

If the password of the mss_acct_db_maint login is changed at the SMC, then the configuration files
associated with rs UsrMain will need to be updated at the SMC and at the DAACsto reflect the
change.

If aDAAC changes the password of the user id, then that DAAC and SMC will need to update the
configuration files associated with the rs_ UsrMain script.

Replication Administration Software

Some of the Replication Server administration tasks will be supported by COTS and/or custom
software (scripts). The COTS consists of the Sybase products Replication Server Manager (RSM) and
Sybase Centrd, a GUI based administration tool.
Scripts will be developed for the following administration tasks in support of ingtaling and configuring
Repllcatlon Server and for ingtaling replication server objects that are specific to the MSS gpplication.

Creating Routes

Managing the RSSD

Adding login names, database users, and permissons

Cregtion of replication definitions, subscriptions, function strings and error classes

Subscription materidization

Monitoring
The Sybase Centra/RSM products will be used for the following tasks:
Configuring Replication Server
Modifying Routes
Maintaining and monitoring detabase connections
Monitoring Replication Server

Scripts that will be executed by the RSM will be developed to notify the RSA of the following events:
Component | Event

Servers Active, Quiesed, Suspect, Hung, Shutdown, Dead, Unknown,
Invaid
Routes Change in Satus

Connection | Changein datus

Partition State change, size threshold exceeded

Queues Latency threshold exceeded, size threshold exceeded
Database Latency threshold exceeded
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Recovery

Scripts will be developed to restore the RSSD or to bring application databases to a consstent State.
RSSD Recovery

dumpdb

dumptran

logsegment threshold

data segment threshold
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MSS Database Recovery

last chance logsegment threshold modification to disable secondary truncation point

rs_subcmp scripts for each subscription in the domain

Sybase Centra/RSM will be used for the following recovery tasks:
Processing Reected Transactions
Quiesing Replication Server

Network and Security Requirements

The Sybase interface files used by the Replication Servers at each DAAC will need to be modified to
locate dl Sybase Replication and Data Server in the replication domain. Additionaly, subscription
materidization requires the same user id and password for the replicate replication server and the
primary and replicate dataservers. Replication server userid and password maintenance must be
coordinate across sites. Replication server supports password encryption, and this feature will.

A DAAC is added to the replication domain.

EROS DATA Center (EDC) is added to the domain, which before its ingdlation includes, GSF, LAR,

and NSC.

Task Role Site
The replication server softwareis copied to the loca host. RSA EDC
Replication servers and MSS SQL servers are added to the interfacesfiles RSA, DBA All
The replication server executable, and its RSSD s created. RSA,DBA EDC
create route SMCF to EDC RSA EDC
The routes are verified a each Ste by executing the rs_hel proute command on each | RSA All
DAAC sRSSD ASE server.

Thers init utility is executed to add EDC's mss_acct_db to the operational RSA EDC
domain. The utility connectsto the ID server & SMC to obtain uniqueid

information for the database. Thers init utility createsan LTM dart file and Sarts

the LTM.

Cresete replication definition MsAcUsProfile RSA EDC
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(Continued)

Task Role Site
Cresgte replication definition ECAcRequest RSA EDC
Create, verify, and materiaized subscription MsAcUsrProfile SMC EDC RSA EDC

Fault Recovery Scenarios

General Faults

In generd, Sybase Replication Server is fault tolerant. Replicate database transactions start in the
primary database's transaction log, are transferred from the log to the primary replication server's queue,
then to the replicate replication server's queue before being applied to the replicate databases. Database
transactions are not removed from alog or a queue until the transaction has successfully moved to its
next destination.

During temporary system faullts, the transaction remainsin itslog or queue, until the fault is recovered.
For example, if the replicate Sybase Server at NSC is shutdown for maintenance, replicate transactions
from other DAACs are tored in the NSC's stable queue until the Sybase Server is brought back online.
When NSC's replication server re-establishesits connection to the Sybase Server, the queued
transactions will be gpplied to the replicate database in the order received. This gpproach is followed
for dl component failures.

When afailure occurs for an extended period or is of the type that causes aloss of replicate transactions
(eg. thefallure of adevices supporting a queue or log), additional recovery steps must occur between
gtes.

EDC experiences an LTM failure.

The transaction log of themss acct_db & EDC is hdf full when the EDC’'sLTM suddenly, and
unexpectedly, crashes. Meanwhile, alarge number of orders are requested and the database’s
transaction log reaches its last-chance threshold. The threshold-stored procedure fires and forces a
truncation of the transaction log. The stored procedure will log an error message in the SQL Server
error log to serve notice that the truncated transactions have not been replicated. The threshold-stored
procedure prevents the mss_acct_db database from 'freezing’; however, a recovery procedure will need
to be used to forward the lost transactions to other DAACs.

The following tasks must occur:

Task Role Site

All client connectionsto the EDC SQL Server are suspended. Any transaction RSA,DBA EDC
coming into EDC from other DAACsis queued in the EDC replication server stable
device.

The EDC Replication Server's stable device is cleared of any open transactions. RSA EDC
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(Continued)

Task Role Site
The EDC mss_acct_db transaction log is dumped. DBA EDC
After verifying that EDC' s transactions in the GSF stable queue have been RSA GSF

processed, the rs_subcmp utility is executed to update EDC' s primary fragment at
GSF.
After verifying that EDC' s transactions in the LAR stable queue have been RSA LAR
processed, the rs_subcmp utility is executed to update EDC' s primary fragment at
LAR.
After verifying that EDC’ s transactions in the NSC stable queue have been RSA NSC
processed, the rs_subcmp utility is executed to update EDC's primary fragment at
NSC.

The LTM at EDC is started. RSA EDC
Set the secondary truncation point at EDC to vaid. DBA EDC
Resume client application connections to the EDC SQL Server. DBA,RSA EDC
Resume the DSl connection at EDC. RSA EDC

The GSF MSS database becomes corrupt and needs to be restored from backup.

The GSF mss_acct_db database was dumped at 12:00am. A database transaction dump executed
successfully at 8:00 am. At 12:00pm, GSF's database |ogs become corrupt and the SQL server takes
the database off-line and suspends client connections using the database.

Task Role Site
TheLTM is shutdown. RSA GSF
Regtart the GSF Replication Server in standa one mode. RSA GSF
The command admin get_generation, data_server, database is executed on the GSF | RSA, GSF
Replication Server. DBA

The command st log recovery for data_server.database is executed. RSA GSF
A checkpoint isissued in themss_acct_db database. DBA GSF
The GSF LTM is started with the for_recovery option. RSA GSF
The 12:00 am database dump and the 8:00am transaction dump are loaded. DBA GSF
The GSF LTM is shutdown. RSA GSF
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(Continued)

Task Role Site
The command rs_zeroltm, eOmss20_srvr, mss_acct_db is executed. RSA GSF
The command dbcc settrunc(Itn7’, ‘gen_id’, <new_number>) is executed. DBA GSF
Thers_subcmp utility is executed to synchronize EDC's copy of GSF's user profile RSA EDC
primary fragment.

Thers subcmp utility is executed to synchronization EDC’ s copy of GSF's RSA EDC
EcAcRequest primary fragment.

Thers_subcmp utility is executed to synchronize LAR's copy of GSF's user profile RSA LAR
primary fragment.

Thers_subcmp utility is executed to synchronize NSC's copy of GSF's user profile RSA NSC
primary fragment.

Regtart the GSF Replication Server in norma mode. RSA GSF
TheLTM is started RSA GSF
Connections are resumed at the GSF SQL Server DBA GSF

EDC RSSD becomes corrupt and needs to be restored.

RSSD recovery is different depending on the activity that occurred since the RSSD was dumped. There

are four increasingly severe levels of RSSD failure with increasingly complex recovery requirements.

Activity Since Last RSSD Dump Procedure

No DDL activity Basic RSSD Recovery Procedure
DDL activity, but no new routes or subscriptions Subscription Comparison Procedure
created

DDL activity, no new routes cregted Subscription Re-Cregtion Procedure

New routes created

Deintegration/Reintegration Procedure (involves
removing and reingdling replication server)

This scenario assumes that no DDL activity occurred since the last RSSD dump. DDL commandsin
replication command language (RCL) include those for creeting, dtering, or deleting routes, replication
definitions, subscriptions, function strings, functions, function-string classes, or error classes.

Tasksfor Basic RSSD Recovery Procedure:

Task Role Site
Shutdown al RepAgents and LTM that connect to the Replication Server. RSA EDC
Shutdown the Replication Server if it is not down. RSA EDC
Restore the RSSD by loading the most recent RSSD database dump and RSA,DBA EDC
transaction dumps.

Regtart the Replication Server in standa one mode. RSA EDC
Log into the Replication Server and get the generation number for the RSSD. RSA EDC
Rebuild the Replication Server queues. RSA EDC
Sat dl RepAgents and LTMs in recovery mode. RSA EDC
Check the loss messages in the Replication Server log, and inthelogs of dll RSA All
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Task

Role Site

Replication Servers with direct routes from the current Replication Server. (GSF,
LAR, NSC) If alossis detected, see the recovery procedure for scenario The
GSF M SS database may have become corrupt and may need to be restored from
backup.

Shutdown the LTM managed by the current Replication Server.

Execute the dbcc settrunc command at the Adaptive Server for the restored
RSSD. Move up the secondary truncation point.

Execute the dbcc settrunc command at the Adaptive Server for the restored RSSD
to set the generation number to one higher than the number returned in step 5.
Regtart the Replication Server in norma mode.

Regtart the RepAgents for the RSSD and the LTM in norma mode.

RSA EDC
RSA,DBA EDC

RSA,DBA EDC

RSA EDC
RSA EDC

ASF isnow part of replication domain.
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Reference Document

Thefollowing are Reference documents and other information that will be help in the adminisiration of

Sybase Replication Server.

Name

Web site Address

Sybase Web Site

http://www.sybase.com/

Points of Contact web site Address

http://mOmss01.ecs.nasa.gov/smc/

Replication Server Reference Manual

http://www.sybase.com/products/datamove/

Sybase Central Installation Instruction

http://cmdm.east.hitc.com

Replication Sever Manager Installation
Instruction

http://cmdm.east.hitc.com

609-CD-500-001, Release 5A
Operations Tools Manual (5/99)

http://edhs1.gsfc.nasa.gov/waisdata/catalog/rel5cat.html

Database Administrators

http://www.sybase.com

Configuration Parameter Document

http://cmdm.east.hitc.com

DBA/RSA Points of Contact at web site
Address

http://mOmss01.ecs.nasa.gov/smc/

313-CD-500-001, Release 5A ECS
Internal Interface Control Document for
the ECS Project (5/99 )

http://fedhs1.gsfc.nasa.gov/waisdata/catalog/rel5cat.html

625-CD-513-001, Release 5A, ECS
Project Training Material Volume 13:
User Services (7/99)

http://fedhs1.gsfc.nasa.gov/waisdata/catalog/rel5cat.html
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